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CIRCUIT THEORY

UDC: 621,396,963 621,391.26
ANALYSIS OF BAYES AMPLITUDE ESTIMATES WITH 'INTERMITTENT' SIGNAL DISTORTIONS
Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 94-98
[Article by V. A. Vishnyakov and V. M. Katikov]

; [Text] Received radio-frequency signals, in addition to fluctuation~type

! distortions, frequently experience brief ("intermittent") distortions which
either substantially alter receiving conditions or make it totally impossible
for the observer to extract the information contained in the signal., Optimal
processing of signals under such conditions involves employment of statistical
methods which are presently being developed for simultaneous testing of

; hypotheses and evaluation of the parameters characterizing these hypotheses

! (1-3, 4], This article deals with analysis of an optimal algorithm for es-
timating the amplitude of a radio signal on a background of fluctuation in-

| terference under conditions of "intermittent" distortions of the signal dis~
appearance type (hypothesis Hj) and its limitacions in a receiving circuit

as a consequence of a sharp intensity increase with intersystem pulse inter-
ference (hypothesis H,).

The specific features of these < .sturbances boil down to the fact that
hypotheses Hy and Hp presume total loss of transmitted information and ob-
served realization, so that the best estimate under the condition of cor-
i rectness of hypothesis H; or Hy 18 a priori mean ¥ of measured parageter & .
Consequently, the general expression for optimal Bayes estimate 13 y Ob=
tained in [5, 6], under conditions of several mutually excluding lypotheses,
can in this case be altered as follows:

B (x) = P (Hol2) B (2) + 1 =P (Hy/x)] D, ()

where P(Hy/x) -- a posteriori probability of acceptance of hypothesis Hp

: on the absence of "intermittent" distortions in adopted realization x;

| B.0(x) -- optimal Bayes estimate under the condition of correctness of

: # . hypothesis Hy, that is, with signal reception on a background of fluctuation
interference alone.

Our task is investigation of the qualitative characteristics of astimate (1)

in comparison with the known Bayes estimate of conditional mean (R g(x), as well
as an estimate of maximum plausibility 4% yn(x), which in this case lose their

1
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optimality. We shall examine signal estimatlion in the assumption that the

a prior! density of probability W(:%) is uniform in interval [$#1,1% 2] and the
signal/nolse ratlo is sufficlently large that one can utllize a Gaussian ap-
proximation of density of probability of selective values of the observed
process in the absence of "intermittent” distortions (hypothesis ly). We
shall also stipulate that observed realization x shall mean n independent
selective values x; of a stationary random process, that is, the hypothesis
on the character of interference does not change during the entire observation
interval,

These assumptions enable us to write conditional densities of probability
W(x/i» , Hy) of observed data for all hypothetical disturbances as follows:

L]
__';_ z (x5, — 0
W (x/0, Hy) = (2n0%) * exp -__T,r_"’ , @
A
x 2
W sty =[] [;‘.— exp (— 3;,'7)]. @)
(L] .
« | X 9 )
vty =[5 8(3—=2). | @
[ '
where 02 -- standard deviation of observation noise; Xy -- receiving circuit

clipping threshold; 6(+) -- Dirac delta function. Density of probablity (4)
describes the determined character of observations in the case of correctness
of hypothesis Hp, whereby in actual receiving devices quantity ¢ is

located beyond the limits of the range of possible signal fluctuations, that

is, one can assume that
’ 099?0"'36.

The latter circumstance enables us to ignore in numerical calculations the
effect of cutting off of densities (2), (3), connected with signal clipping
in the receiving circuit.

We shall find functiors P(lg/x) and 1}‘0(x) contained in (1) on ﬁhe basis of the
following known relations:

8, (x) = S O (8/x, Hy 0, : 13
P(Hyn = —2T Sl (6
z PV (xIHy)
(o)
2
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where py == a priori probabilities of hypotheses Hy for im0, 1, 2;

v () ..§' W (0/H) W (x/9, H,) 40, )
W (012, Hq) = W (81Hy) W (<10, H)IW (+/H}) ©

and on assumption 0= [0y, 0,),

19, — 0y, 1f o |
IV(WH‘)uVl\?)"{ /:) ! ?:t);herwisee-o. @

Substituting in relations (5)-(8) initial probability densities (2)-(4),
(9) and performing the necessary algebraic transformations and integration,
we finally obtain: '

P (H,/x) =

g o (LR o L),
N { - [m("’-‘,“"., ~ ¥ )_0( mofo-'b.n) )J-

] 82 \ 2 TRy ;
— BT ap(_ ';.,‘:“)I'i-?+ el 2R) x

(]

.xw(z"l,g_nsz,,)ﬁo(,,_;o,, )}ﬂ a0

20 (-1

B (2= 3.,,-,,—5%-{&9[—%(0.— 3..,)')—&9[-—2—';, (0= B ]} x
y [ Q(Vn (6~ .,,))_0( Vi (oio-%,,,) )]". | -

. 1 4
[+ ] (2) - ——
where ) Vo "[

”
exp [~ L.
P( 2 )d!- integral of probabilities

n.

Bn (x)-,,izx. , o
) . e

-- maximally plausible estimate, which in the given case is the estimate
of a selective average, Expressions (10) and (11) together with (1) and
considering Tem (0,4+05) /2

: : - determine the algorithm of an optimal eg-
timate, in the Bayes sense, of the signal envelope under’conditions of
"intermittent” interference.

; We ghall further examine the effectiveness of the obtained estimate in
| comparison with estimates Py and U vny, which are simpler in practical
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realization. For this we shall determine displacement and root-mean-
square error of the examined estimates, that is:

oy E (B (1) — 0) m j 5 (8.y (x) = 0) W (8) [0y (x/9, Hy)

+ PV (xIHy) + pyW (x/Hy)) dOds, ' (13)
By = E(B ) — 0)8) m 5; 1) (5) — OPW (9) (oyW (x10, Hy
+ 21V (x/Hy) + p WV (x/H,)) dOds, (14)

where X -~ gspace of selective values xﬂ[x s X2p eeey xn]. Analytical deter-
mination of these characteristics is difficult: in the general case. There=-
fore we shall utilize simplifying assumptions:

0 >0, 00 >0 and o;r—Ol»ﬂo

which make it possible to obtain approximate relations for illustration

of the effectiveness of the examined estimates, Substituting in (13), (4)
corresponding expressions for estimates ’b"m:'ﬁu or 1,‘-.; and utilizing (2)-
(4), (9), we obtain following integration:

for maximally probable estimate tﬂ;\m
Oyt o)/ 5 0+ 90 — (1 — 0B, (15)
20t Cina? 3 2 y
Ouap. Y +p [ —_ e~V a]+p,(o,,—2o,,o +
' 81+ 0,0+ 03
3 .

+ s+ ) (6

~
for quasioptimal Bayes estimate

Qg 2 Plol + ps0y — (1 —pg) & {1n ‘
! — 04 )
&=Po7+(m+p.) @ ) , (18)

for optimal Bayes estimate
gm0, )]
oo po 2+ (ao o+ o A 2L, @0
The results of numerical calculations with formulas (15)-(20) wifh n=1
are presented in Figure 1 in the form of standardized dependences a(.)/8

(Figure la) and g(.)/o* (Figure 1b) on parameters of interference pj and
P2. D

L
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A
The solid lyges in Figure 1 correspond to estimate 23, , the dashed lines -~
: to estimate j yq, and the dot-dash lines -- to optimal Bayes estimate s .
i The following input data were adopted in our calculations:
i

* 01,0-30 01/0'-30. Orplo-mn

It is evident from the figure that the optimal Bayes estimate is distinguished
from the other examined estimates by greater effectiveness and 1little

i dependence of errors on interference parameters., This is due to the

i selective action of the function of a posteriori probability of reception

: of an undistorted signal P(Hy/x), contained in expression (1). In addition,

an important advantage of estimate ¥~ is the absence of displacement, which
with other quasioptimal estimates can reach significant values (see Figure la).

For illustration of the quality of the obtained approximate expressions, the
g asterisk in Figure 1b designates the results of calculations of effective-

‘ ness of estimate 4, , obtained by means of numerical integration on a com-
puter of expression (14) with utilization of (2)-(4) and (9)-(12). These
results confirm the applicability of the obtained expressions for practical
applications,
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CIRCUIT THEORY

unc: 621,391,1

POTENTIAL NOISE STABILITY OF RECEPTION OF SIGNALS WITH DISCRETE FREQUENCY
MODULATION ON A NOISE AND STRUCTURAL INTERFERENCE BACKGROUND

Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 85-87
{Article by M. A, Sokolov, I. I. Chadovich, and R, F. Obukhovich]

[Text] The mutual influence of discrete information transmission systems
operating simultanenusly and independently in the same frequency band can be
reduced by efficient selection of signal waveform, A phase-manipulated
signal with discrete frequency modulation (DFM) appears promising in this
regard, Noise is also a DFM signal, but with a different elementary pulse
frequency sequence, that is, it is structural. One can demonstrate that
resistance to structural noise will be the greatest if equal-probability
selection of DFM signal elementary pulse frequencies is performed,

It is natural to assume that selection of elementary noise pulse frequencies
1s also equally probable, but independent of selection of frequencies in

the signal, The potential noise stability of reception of such signals on a
background of additive fluctuation interference is well known [1]. It is

of interest to estimate the potential noise stability with simultaneous
influence of noise and structural interference,

J 1d Luenan
— _—— {
mE===2 e s 0 s 0 L b
1]
af ::,..-'_....J.._ -t s
. T o T ot —te— o 3
me_’__‘__/'@uexg_ 21 1 10 e,
ot . ol Y o g N T LV
N I I | TR STl
z’EJ-'—““_""L‘I yeteha NS
/8y it e Y, IR IR . §
pouTing 3“L — ;""' . ) ] m=l6 \:\\\\~$m:‘~]2
() -Fopperamm -, St 0 =
g 'lr.‘@]ummm-m]:= Sz P B NI
Figure 1. Figure 2,
T
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Key to Figure 1 on preceding page:

1., Signal 3, Correlator
2, Noise

We shall agsume that (Figure la): information is transmitted by binary code
with equal symbol probability; transmission -- DFM signal of duration T=Lt
(r -- duration of elementary pulse; L =- their number); the elementary pulse
frequency assumes with a probability of p=1 one of m values f1, £2, vse £}
transmission phases differ by m (opposite signals); noise —-- continuous
sequence of elementary pulses of duration T with frequencies fj, fgy voe fps
relative overlap of signal and noise pulses

v-i‘; o0<y<)

is random and has a uniform distribution; the difference in noise and signal
phases is random and has a uniform distribution in interval [0.2n]; 'in
interval T the number of congruences of signal and noise frequencies is
k(0gk<L); the unknown signal parameter is the transmission phase.

Figure 1b shows the structure of an optimal coherent receiver. Let signal
S1(t) be transmitted in time interval T, then U(t)-Sl(t)+G(t)+n(t), where
- G%t) is structural noise, while n(t) is fluctuation noise, and

r T B
M-§5|’(0d‘+§si(‘)c(‘)d“i‘;-si(‘)“mw-
&=t
If €1-e2>0, that is, ¢ T T .
{sconoa>—{stou— [sinona,
0 ' L) 0

a decision is made in favor of S(t). During transmission of an opposite
signal Sp(t)-51(t) U(t)=-Sl(t)+G%t)+n(t) and a decision is made in favor
of Sy(t), if

T T T ’
[sionoa< [stoa— [ss0one. - . @
0 0 0 '

We shall write down 1 signal and noise pulses in the foliowing form:

50 =acs+oy  E—DrGI<hn e
gO=boos(ot+e) l—AICISUE DT @

. L L
where 1 and ne (T Sx(l)-=2=,(‘) and o(t)nzeg(l).

ol bl
The left terms in (1) and (2) are random normally distributed quantities
with zero mean and dispersion 02=02NT/4 (N -- spectral density of noise).
Taking into consideration (3) and (4), we write the terms of the right sides
of (1) and (2):

8
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T L I
‘SS’:«M-X s 0 o8t (! - p,) Al wm —.;r—' ®
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T L It
Ss.momw-x | vt pyoni b aa By o
0 o] (l=i)t

Here, due to the orthogonality of oscillations with different frequencies,
the terms of sum (6) differ frem zero only at k intervals of At congruence of
signal and noise frequencies, while Smdy=v1.

Substituting (5) and (6) in (1) and (2), and dividing both sides of the in-
equalities by ¢, we obtain: : '

e>—y2'7;(1+1-'1‘_-}’3m6). ™
O<VE (1~ v L Vi ), ®

where 6 -- normal random quantity with zero mean and si le standard
deviation; h=a2T/2N -~ signal/noise energy ratio; q=b2/al -= gtructural noise
.and signal power ratiu.

Since phase difference & is equally-probable in interval (0.2 w], the factors
in parentheses (7) and (8) change within identical 1imits, In determining
mesn probability of spurious reception, the result of averaging the righe
sic)iea of (7) and (8) by 6 is identical, Therefore we shall utilize only

(7) below.

The probability of reception error with fixed Y, k and §

p,(e<-m'(n+y-,’f-vrma),'”)--

=05 ~F [V (14v1Vione)]

where
. | . [
""-Vﬁ'j Ta,

To determine mean absolute probability of error it is necessary to average
(9) by v, k and & Selection of each signal and noise DFY elementary pulse
frequency is independent, and therefore distribution W(k) of discrete random
quantity k is binomial

9
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W (k) me p* (1 e pyl=rgy n--:IL'

Averaging (9) taking into account equal probability of symbol transmission,
we obtain error probability

P-o.s-q:; :S p’(l—p)""C;S‘ sr\l’ﬂ (1+1 -E-Vq'me)]mo. (10
[

Figure 2 shows dependences of P on h when msL, calculated according to (10)
with different q. The dashed curve corresponds to optimal coherent reception
(q’o) .

The obtained relations indicate the following., With large h probability of
error is determined primarily by q and with fixed m and L 1is limited from
below. With an increase in the dimension of the frequency-time matrix wibh
given q and h, noise stability increases rapidly. For example, when q=2
and h=10 an increase of meL from 4 to 16 decreases the probability of error
by more than two orders of mapnitude. When meL=16 and with 2ypical allow-
able values of probability of error in ‘the order of 10-3-10"%, reception

- resistance to interference on a background of additive noise and structural
interference is practically no different from the noise stability of optimal
coherent reception on a noise interference background. Thus with a suf- |
ficiently large dimensionality of the frequency-time matrix, structural in-
terference does not exert substantial influence on the quality of reception,

Expression (10) and the curves in Figure 2 make it possible in each concrete
{nstance to estimate the quality of reception and reasonably to select ap-
propriate parameters, in particular when frequency-division multiplexing.
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COMMUNICATIONS

UDC 621,39:629.78

DETERMINATION.OF THE ZONE OF A GUARANTEED SIGNAL LEVEL IN A SATELLITE COM-
MUNICATION SYSTEM

Moscow RADIOTEKHNIKA in Russian No 4, Apr 79 pp 13-18
[Article by L. M. Mashbits, N. M, Zevelev, L. I. Smolich and 2, F. Patrusheval

[Text] 1Introduction. One of the basic complexities in introducing satellite
communication systems (SC8) is determining the actual limits of the zone of

a puaranteed signal level (GSL). This problem must be solved to establish the
degree to which specific realized systems correspond to design data, as well
as for a general evaluation of the design methods and the feasibility of using
special steps to correct the limits of the GSL zone. The problem came up
almost at the start of using relay satellites to set up communication systems,
but is now taking on particular urgency in connection with the introduction of
systems for handling local traffic [Ref. 1] that are designed for compara-
tively simple receivers.

Formulation of the Problem. Determination of the GSL zone of an operating

SCS can be broken down into two independent stages: first -- determination of
the relay parameters that influence the locatfion of the zone: second -- cal-
culation of the limits of the zone from the known relay parameters.

We will not consider the second stage since it can be realized on the basis of
methods that have already been developed for calculating zones [Ref. 2]. In
realizing the first stage, it is necessary to meet two major conditions:

first of all, one must not place excessively stiff requirements on the place-
ment of ground-based control points (for instance a requirement to locate the
control points at strictly predetermined geographic coordinates or beyond the
planned limits of the GSL zone is unacceptable); secondly, if special working
conditions of the transmitting complex of the relay unit are provided for
making measurements, then there should not be any essential difference
between the spectral power densities of the emitted signal during measurements
and durdng operation of the system.

In solving the given problem, we can take the following as known (assigned):
the working frequency of the transmitter f; the geographic coordinates of the

11
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point beneath the satellite =- lengitude ug and latitude 09 == of the planned
aiming point of the axis of symmetry of the radiation pattern of the relay
transmitting antenna (RPRTA) iy and 0, and of the control points yy and 04
({ 18 the number of the point); the functional dependence of losses in the
earth's atmosphere on the angle of elevation B and working frequency
Lg =#1(£;8); the apex angles of the RPRTA along the major and minor axes
2n and 2) respectively and the functional dependence of the relative gain
over the RPRTA S=Fa(nj Ay &; y), where £ is the angle between the axis of

- symmetry of the RPRTA and the direction of the radius vector frem the point
at which the relay is located to the investigated point of the earth's surface
N (the angles of projection of this radius vector T and §), y is the angle
between the major aperture of the RPRTA and the plane passing through the
axis of symmetry and the investigated point N (Pig. 1).

Irdamop (3)

Fig. 1

KEY: 1l--Aperture axis
2--Axis of symmetry of the antenna radiation pattern
3-=Equator
4=-=Ceostationary orbit
S5-~point beneath the satellite

Thus the problem portion of our task is to find a method and the mathematical
tools that enable us (with consideration of the above-mentioned factors) to
determine two characteristics of the relay -- the spatial position of the
RPRTA and the equivalent isotropically emitted power (EIEP). In the remainder
of this article we will examine four directions in the solution of this
problem. For convenience of the exposition, these directions will be desig-
nated: DZC and DZSC ~-- determination of zones based on comparator measure-
ments and satellite-borne calibration respectively; DZDA and DZDSC -- determi-
nation of zone with displacement of the relay antenna and spacecraft respec-
tively.

Measurement of Primary Parameters and Formulation of the Criterion Functional.
We divide the four directions of solution of the problem 1isted above into two

12
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catepories: 1In the first, absolute measurements (the comparator method) are
used to get the primary parameters (parameters determined by control points),
and it ineludes only DZC3 in the second catepory, there parameters are de-
terwined by relative measurements DZSC, DZDA and DZDSC.

To get the primary parameters in DZC, the relay transmitter at a set time is
put into the measurement mode, and each control station determines the abso=
lute level of the signal at the input to the receiver complex by replacing
the antenna-feeder channel with a control oseillator in which the output
power level P {8 adjusted so that the readings of the output display of the
receiver remaln constant. ‘the results of the measurements are then converted
to field strength according to the formula [Ref. 3)

Eﬁ]/_ﬁﬂﬁ_. ; 1)
X; Gnp".0p ) (

vhere E is the effective fleld strength; ), is wavelengthj Gn. 18 the gain of
the receiving antenna (relative to an isotropic radiator); "d.p 18 the
effieleney of the antenna-receiver feeder.

The values of E4 and the geographic coordinates of these points u; and 0y
are the input parameters for a computer program that determines tée angles
Vpy Vo and wy (roll, pitch and yaw of the spacecraft {Ref. 2]) and the power
P of ghe sate)lite-borne transmitter by optimizing (minimizing) the criterion

functional i N .
7)) 3 B89, o

where n is the number of control points, E,q is the "programmed" field strength
at the f-th point that corresponds to instantaneous values of the varied
parameters Yp, Yp, ¥y and P. Since in implementing this procedure the gain

of the relay transmitting antenna and the efficiency of the feeder from trans-
mitter to the transmittirg atnenna are taken as constant (equal to the °
rated values), the value of P found as a result of solution uniquely de-~
termines the E1EP.

In mothods of the second category (DZSC, DZDA and DZDSC) the goal of measure-
7 its made by the control points is to determine the ratios of the field
-capth levels Ey (or the corresponding sipnal levels Ui at the linear output
{ the receiver) for two versions of the characteristic of the relay truns-
mitting comblex ag =11,/Usy. 1In doing this, the characteristic of the trans-
mitting complex of the relay in the method of DZSC is changed by switching
from the main antenna to an auxiliary ("calibration") weakly directional
antenna for which the relative gain with respect to the radii vectores of all
control points can be considered identical in the first approximation; in the
DZDA procedure the change is made by altering one of the parameters that
determine the position of the antenna relative to the spacecraft, Yo, ¥g or o
(the angles of extension, side deflection and initial turn of the antenna
respectively [Ref. 4]); in the method of DZDSC -- by changing one of the
parameters that determine the spatial position of the spacecraft == ¥y, wp
or wyo
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For all methods that use relative measurements, the criterion functional is

equal to Zaf ’.El (.".u:ﬂ.) | ' (_3)

where any 18 the programmed value of the signal lavel ratio correaponding to
the instantaneous value of the varied parameters that is determined by the
computer program. The parameters that are varied are the angles V., ¥, and ¥
that correspond to the working position of the relay, and the parameteg A thaz
characterizes the amount of variation of the parameter that is used to change
the working conditions of the transmitting complex of the relay in the
accepted measurement method (the latter only in the case where exact data on
the value of the parameter A cannot be obtained directly from the conditions
of the experiment).

As compared with D2C, the methods that use relative measurements (DZSC, DZDA
and D2DSC) have a considerable advantage -- the major sources of error
inherent in DZC are eliminated from calculations =- lack of agreement between
the nominal and true values of the gain of the antennas and the efficiency of
the feeders of the control points, and also the error of homing and the
errors of the control oscillators at the points. There is no need to use a
special mode for measurements in the relay unit since they can be made on
"pseudo-working" signal (e. g. on a test pattern in television systems).

Since only parameters of the spatial orientation of the relay atnenna can be
obtained from calculations in the case of relative measurements, the EIEP
needed for calculating the GSL zone is determined in this instance from data
of telemetry or by absolute measurements at any single ("leading") control
point, which for this purpose is equipped with reference instruments.

The procedure for optimizing the criterion functional ((2) or (3) respectively)
is realized on the basis of using methods of programming that are considered
in detail in Ref. 5.

Computational Algorithm. The basic computational procedure can be represented
by the following algorithm (as applied to DZC):

1. 1In accordance with formula (1) and data of measurements of the control
points, we determine the Ej for each point, and determine B4, di and Lgj
according to the formulas from Ref. 2 and 6.
2. We take as zero approximations

Yro = ¥po = ¥yo =0, Po =Ppom-
3. We determine the angles

.. — :
.. .
= arelg VP' i Te==arccos ;‘-;s: ' “
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where

Py=CHLY ~ 1) = B(TCV+LC + V) ~ (1 =T)(C + BY) + L (B+V) +7,
Py=(TCY + (LB) 4- 2(TC + LB - TCLB) + 1; '

Py=2Cl(1 4 L%) B} (1 4 T4) 4 T4 4 L2~ 2(TC 4 LB+ TCLB);

P=Cl V2 (CV)! = 2(CBY ~ B = BV = C) - 1; *

R €08 (8 = 0,) 8in () =

. N m 1] " m .
Ti= = g e w =ty ety C= =S B=—pi
- Rsin (0; =0,) . My (my=m,) 4 my(my=—m,),
Li=tgh = H-—Rcosw:-oo.c;s(m—».) boV== 'M.m'.—m:m‘ =i

Miyeosy Mg are functions of the angles Vps Ups Yys Hes By and o [Ref. 2],
Ris the radius of the earth, H is the radius of {he geostationary orbit.

4, We determine S{ from the given formula § =Fa(n, A, £, ¥) [Ref. 2, 3].

5. We determine Eng from the relation [Raf. 6]

S 30PGny
E== l/ TyLy .
where G is the gain of the relay transmitting antenna, Lp are additional

losses [Ref. 6], ng is the efficiency of the feeder between the transmitter
and the relay transmitting antenna.

6. We determine the criterion functional Z from formula (2).

7. By going through points 3-6 in a cyclic procedure to minimize 2 [Ref.5],
we get the most probable values of the varied parameters wr’ Wp’ wy and P,

Presentation of Results and Evaluation of Errors. The values of Yes Yps ¥
and P obtained as a result of measurements and subsequent calculations enagle
us to compute the boundary points of the GSL zone [Ref. 2], and after plotting
this zone on a single map with the projected zone, to evaluate the degree of
discrepancy between the projected and true state of the system. Such a
technique for presenting the results of measurements 1is quite graphic, but

it is cumbersome and gives only a qualitative estimate of discrepancy.

For operational evaluation it is desirable to use some generalized parameter
that permits evaluation of the quantitative state of the system and does not
need praphic constructions for determination. As such a parameter it is
advisable to use the "coefficient of utilization of the nominal zone" --

K3 defined (Fig. 2) as the ratio of the area of the overlapping part of
contours 1 and 2 (Sp) to the area bounded by contour 1 (S3),

K,=-§'1' S (5)

where contours 1 and 2 are formed by the cross section that is made by the
plane perpendicular to the projected axis of symmetry of the RPRTA in two
conical surfaces -- the surface of relative gain with respect to a level of
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-3 dB that corresponds to the projected position of the antenna (contour 1),
and the surface of relative gain with respect to a level of =3 dB that cor-
responds to the true position of the antenna found from the results of
measurements (contour 2). Of course Ky 1s not an exhaustive characteristic

of discrepancy of the projected and actual GSL zones; however, it is a
quautitative characteristic, which is quite important for solving the question
of the need for taking corrective steps.

Fig. 2

The error of the initial value of K, is determined chiefly by the error of
measurements of the initial parameters coming from the control points (E4 or
a4). With application to a specific system with predetermined location of
control points we can calculate the dependence

Somax = Fa(d1), 6)

beforehand, where §;.1s the calculated relative error of measurements of the
initial parameters, 62 is the calculated relative error of determination of
K3. Using a graph of function (6) [for one of the investigated systems

(Fig. 3)], we can also solve the inverse problem -- determining the admissible
relative error of measurements of the initial parameters &; for which the
maximum calculated error of determination of K will not exceed the pre-
determined value Sopax:

 Somaxs %
M-
o
0 I 10 P’ 31, dB
Fig. 3
16
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Example. Given: working frequency F=12 GHzj coordinates of the point
beneath the satellite jp =50°, 0g= 0} power of the satellite-borne transmitter
Phom = 1200 W; gain of the relay transmitting antenna G=3600; efficiency of
the feeder between the transmitter and the relay transmitting antenna

Ny =0.63; additional losses Lp=0 dB; normative level of field strength
En=122.5 V/mj angles of inftial setting of the antenna Yo =6.87°, yg=1,78°
and 0 =~6,5° anples of the aperture of the RPRTA 2n=3,6° and 2) = 2°,

The gain of the antennas of the control points Gpae = 10,0003 efficiency of
the antenna-recelver feeder ny ;5=0.8.

The results of measurements made by the control points are given in the
table. At the instant of the measurements the coordinates of the point
beneath the satellite weret 1g=50.1° and 09 =-0,1°, The functions ¥, and
Fy are gilven in Ref. 2,

It is required to determine the values of the parameters Y, bps Yy, P
and Ky, to calculate the boundary points of the GSL zone and to construct this
zone on a map.

Solution. As a result of calculation we get: y,=0.1999°, Yp =0.2006°,
Yy =1.004°, P=1200 W, K4=0.8565. By the technique of Ref. 2 we determine
tge boundary points and plot the zone on a map. 'The result of execution of

70 rd
TN T L Pry
I ]59,5°(38,0°] —107,3 abBY Rasi 27 Y tsepinotin ey
ﬁ Ayidwurt MMmmr'i m‘ '”:; """"-
2 |77.0°|40.0°) —106,0 abBrd 0[5~ St
L
h'{ Lemprom |, 1M-m
3 |72,0°{50,5°| ~104,0 25D MO 13477 5 JJaunerm
' &-ﬁ" \%Awmlad Lo
4 1€0,0°1583,0°[ —105,0 258:" 0 ,:? 1
: 0 80 a0 2
*nB0T = dBY
Fig. 4
KEY: 1--Haaanv--Kazan' 9--Baneozpad--Volgograd
2--Caepinoack--Sverdlovsk 10--Acmpaxanv--Astrakhan’
3-~Tomex-=Tomsk 11-~T6unucu--Thilias
b-=Hylitrenea--Kuybyshev 12--Epesan--Yerevan

S=-Maz2numnzopcx--Magnitogorsk  13--Hyxyc--Nukus
6--Hosoxyaneyr-~-Novokunne tak l4--Anma-Ama--Alma-Ata
1=-=llequnoepad--Teelinograd 15--Tauxenm--Tashkent
8-~Typeaii--Turgay 16-~-Auabad~-Ashkhabad
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the last part of the problem is graphically shown in Fig. 4 (contour 2);
also given for comparison is the GSL zone calculated from known parameters
wrslppnwyo, P=P,on (contour 1).

Conclusion. In the already rather extensive Soviet and non-Soviet technical
literature dealing with different aspects of development of SCS, the problem
of determining the zones of operating systems has in essence remained
unexamined, which makes it difficult to introduce and operate these systems.
This is apparently due to the lack of an analog (prototype) of the given
problem in communication systems of other types, in virtue of which there
are necessarily stages in the search for fundamental paths to solution of
the problem, and very cumbersome checks on their technical realizability

and effectiveness.

The directions that we have considered enable utilization of the simplest
and most accessible solutions from the standpoint of the equipment used
(ground-based and satellite-borne) and mathematical tools. Moreover, these
directions do not exhaust all possible variants of solutions, which will
change and improve as experience is accumulated and the satellite communi-
cation systems themselves are perfected.
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OSCILLATORS AND MODULATORS

unc: 621,373,5
MILLIMETER-WAVE SOLID-STATE OSCILLATORS
Kiev IZVESTIYA VUZ RADIOELEKTRONIKA in Russian Vol 21 No 10,1978 pp 4-23
[Article by V. P, Taranenko, B, A, Kotserzhinskiy, and Ye. A, Machusskiy]

[Text] In this review, compiled from materials in Soviet
and foreign publications, we shall examine active elements,
basic types of designs, electrical characteristics and
methods of modeling solid-state oscillators in the 30-300
GHz band.

Promising areas of application of millimeter waves have been specified [1-3]:
waveguide communication links; short-range radars for detecting small objects;
long~range airborne radars for mapping; intersatellite radio communications;
short-range concealed communications,

Solid-state millimeter band oscillators form the basis of radio-frequency
devices operating in these areas.

The authors of this survey have set for themselves the objective of syn-
thesizing the latest data appearing in Soviet and foreign scientific and
technical literature dealing with development, research and modeling of

millimeter band solid-state oscillators.

Millimeter-Band Active Elements

! Avalanche diodes and diodes based on intervalley electron transfer (Gunn

; diodes). Advances in the area of development of high-quality semiconductor
materials as well as processing technology and assembling have made it pos-
sible substantially to improve their characteristics in recent years.

Figure 1 shows the outputs generated by avalanche and Gunn diodes at various
frequencies in the millimeter band, obtained under laboratory conditions.
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Figure 1.

Key:
1. Avalanche diode 2, Gunn diodes

At frequencies of 30~60 GHz power (P) generated by an avalanche diode in
continuous mode reaches (L.2-1.6) watts, while efficiency (n) is (10-16)%
[4-8]; at frequencies of (60-100) GHz P=(200-760) mw, and n=(8-12,5)% [4, 9-
12); at frequencies of (100-200) GHz P=(50-150) mw and n=(2-4)% [13-16]; at
higher frequencies P<50 mw and n<2% [17, 18],

Maximum electronic efficiency of Gunn diodes does not exceed (5~7)% [19, 20],
and generated power -- (200-450) mw at (30-~60)GHz and (20-100) mw at
frequencies to 90 GHz [20, 21]. Maximum power of commercially-manufactured
devices is approximately 3-5 times below record levels [22]; Operating
frequencies of commercially-manufactured avalanche diode

oscillators are limited to (75-100) GHz, and Gunn diode oscillators ~-
(40-70) GHz.

Figure 2 shows the design of millimeter-band diodes. An enclosed package
(Figure 2a) [23] is employed in the longer-wave portion of the band. An

open case (Figure 2b) [30] or caseless (frequently passivated) struchme (Agre %) is
employed [28] at higher frequencies, Any housing design introduces into the circuit

of a millimeter band device additional losses and reactive elements, in the
simplest case the series inductance of the connecting wire and capacitance
parallel to the semiconductor structure., While in some instances housing
inductance can play a positive role [23], housing capacitance is always un-
desirable, and an effort is made to minimize it, Minimum inductance and
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capacitance values are in the range of hundreds of nanohenries and pico~
farads respectively, The influence of housing elements is particularly
gignificant when designing wideband devices,

90,75
Kéa GRS
( 1 )"0"° ‘\ oJonomar neung L Wnarxa (3)

Fmpyxmypa (Y)
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(4) N/n empyxmypa Jo/wman§
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.E, ////// ) Tennnomdod (5)

(B empyxmypa 3onom. Eypep @)

Tennoomb0d(5)
c
Figure 2,
Key:
‘ 1. Quartz ring 5. Heat sink
2, -Gold strip 6. Quartz
3. Cap 7. Gold buffer
4, Semiconductor structure

Diode operation is determined in large measure by the quality of heat
removal, which limits maximum dissipation. Usually a semiconductor is
mounted on a copper or silver heat sink, and on diamond in especially
critical applicetions,

Oscillator Design and Parameters

Waveguide oscillators appear to be the most. preferable in the millimeter
band. Their advantages include the following: practically complete shield-
ing of millimeter band fields, small losses in the electrodynamic system,
simplicity of mechanical frequency tuning, and simplicity of diode and heat
sink mounting devices.

Development of millimeter-band coaxial oscillators encounters considerable
technical difficulties. The condition of nonpropagation of higher types
of waves limits the resonator diameter to a value of A/w, which at a
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frequency of 30 GHz 1s approximately 3,2 mm. Adjustment and mechanical
tuning of oscillator frequency are difficult.,

Difficulties arise in constructing microstrip systems connected with the
imperfection of the base material (high dielectric losses, high levels of
extraneous radiation of millimeter band energy)., Mechanical frequency

tuning is difficult, Microstrip oscillators are promising in the longer-
wave portion of the millimeter band with integral technology and mass produc-
tion.

Solid-state oscillators can be subdivided into two basic groups: fixed-
frequency oscillators, and tunable oscillators.

- N !
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A7 7 ] Z
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7¥; i b
)
‘ ool [z
(3) |fpeséns—x 8) tmepr™ £3.IN
v ) 74077
4 'c a A
Figure 3,
Key:
1. Cap 3, Ridge guide
2. Plate 4, post

Fixed-frequency oscillators are employed as heterodynes in radars of
various function, active FAR [expansion unknown] modules, and parametric
amplifier pumping sources. At the specified fixed frequency they make it
possible to obtain a comparatively high level of output power and efficien-
cye.

Oscillators with an in-waveguide resonator. The most common design of a
millimeter-band oscillator with fixed tuning [24] is shown schematically

in Figure 3a. The active element is mounted in the middle of a wide waveguide
wall of standard section under a cap-type structure which is attached to

the end of a current-feeding diode power circuit filter post. The cap

(its diameter is approximately equal to one half wavelength A) makes it pos-
sible to match the low impedance of the diode (a few ohms to tens of ohms)
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with the high (hundreds of ohms) impedance of the standard wavegulde, A
movable. shorting device (KZ) provides additional fine tuning, A load=
matching device is usually provided at the oscillater output (for example,
an E=H transformer)., The fine tuning range of the shorting device ln this
design does not exceed several percent, A power output of 1.6 watts at a
frequency of 55,5 OHz Is obtained with utilization of a special power cir=
cuit filter design, which makes it possible to eliminate avalance diode low=-
frequency instability [6, 7],

In the oselllator depleted in Figure 3b, the In-wavegulde resonator is

. formed by a bent paddle (length A/2) and the lower wall of the waveguide,
Such oseillators based on Gunn diodes in the range (58-65) GHz have a power
output of 35-62) mw with n=(1,22=-2,21)% [25],

In the desipgn depicted in Figure 3c an active diode is placed under a narrow
vertical ridge gulde of length 1, which simultaneously performs the funetion
of contact conductor. Oscillation frequency is determined primarily by the
length of the ridge gulde and is weakly dependent on the position of the
shorting device, Power output of an avalanche diode oscillator is 380 mw at
a frequency of 30 CHz with an efficiency of up to 8% {26],

Oscillators for the shorter-wave portion of the millimeter band have been
developed on the basis of a reduced height wavegulde, with a "fat" (diameter

= up to A/4) post (Figure 3d), At frequencies of 136-170 CHz the power output
of such m avalanche diode oscillator is 30-80 mw. Silicon double-transit
(DT) diodes are employed. When the shorting device is displaced the
frequency can be tuned within a small range, up to 3% [27].
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7 Jefgég éra é?Ti 277772 2?:a 7 7\
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RS- A4
a é\\\ | /A &’d b [
Figure 4,
Key:
1. Revolving diaphragm 3. Resonator

2, Dieclectric rod

When utilizing a standard section waveguide and a "fat'" post, one obtains
generation of millimeter band oscillations up to the submillimeter band.
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At frequencles of @02-214) GHz the output power of oseillators with single
tranglt silicon avalanche diods reaches (44=50) mw with an efficiency of

(1.2-1.3)%. At a frequency of =301 GHz, power output is 1,2 mw [17],
The parameters of oscillators with in-waveguide resonators are listed in
Table 1,
Table 1. Characteristics of Oscillators With In-Waveguide Resonators
(1) . (2) 3) (4) (5)] (6)
PO | BIIAEE | Ken ik | et | el | A
LY
20,6-348 | 30-680 | 124~16 | oncmsann |[Fraa |
29,6--30,9 | 600700 8,45—10,9 | or siana » {28)
26.—42 200400 -8 an si ann » |20
30 380 8 GaAs AMIN pue. 3,6 | [26)
36 1200 7,6 ln st ang e 3,0 | [19)
50 530 10,3 on si ann » (m
50 1000 14,2 an si anp , i
50 304 4,6 Ul GaAs N1 ’ {30)
5260 600 8,7 o si ann ’ (31)
. 88,6 1600 s an st ang ’ 7
58-~65 3562 1,20-2,21 GaAs M3N pue. 3,6 | [25)
62 760 5,9 ansiann | opw 3,0 | (12
6671 30--40 0,9-1 GaAs M3 » {20}
7 100 2,6 1 GaAs 1NN ’ (30)
78,390, 1 170314 4,712,5 an st ann ’ (15)
) 180 7.4 an st ann » i)
101 620 7,7 an si ann ’ 12)
106111 37174 23,2 on st ana » (32)
135142 80--140 23 on si ang » (13
136—170 3080 - ansiamn | ope 3,0 | (27
142 120 ‘ msiann | pue. 3,0 | 4
161 & - ONSIANA | pue. 3,2 | (101)
187 82 2,5 ol si ang ’ [18)
202214 4450 1,2-1,3 o st inn ’ {17
207 2 - an si ana » [to3)
214 12,7 0,7 on si ana ’ {101}
230 1n - an si ang ’ [103)
250 1,9 - an si ang ’ 1103)
285 7,5 0,35 on s ann » (18]
300 0,3 0,025 on Si ana ’ {tot}
3% 0,7 - on si ana ’ (18)
361 0,2 -— on si Jina » (18)
394 - - of1 Si inA ’ (18)
23 0,008 - on si ana , {01
Key:
1. Operating frequency, GHz Type of diode

2.
3

4
Power output, mw 5
Efficiency, % 6

~

Note: W -~ diode with Schottky barrier;
transit; /T -- avalanche diode; M3 -- Gunn diode

2L

Type of design

Bibliographic source

Figure

ON -- single-transit; [ -- double-
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Waveguide=coaxial andwivepgulde=post degigns, In the longer=wave portion

of the millimeter band the design schematically depicted in Figure 4a i
extensively emplejed, A coaxial Iine, at one end of which an active element
Is placed and at the other == a matched disgipative load, i pe.pendicular
to the wide walls of any waveguide regonator formed by a shorting device
and a vevolving diaphragm on the oscillator output flange, The dielectrle
tod 1y used to fine=tune the wavegulde resonator, Extraneous oseillatlions
outside its passband are effectively suppressed by a low=ohm antiparasitic
millimeter band reststor, while at the operating frequency the bulk of the
oseillation power passes through the waveguide resonator into the useful
load, ‘The offictency of the clectrodynamlic system of such an oseillator ias
85-95)% [33, 34])., Somectimes a quarter=wave inductor is placed on the
central conductor of the coaxtal line to increase it,

Plaeing two avalanehe diodes in parallel results in a power output of 518 mw
at a frequency of 32.3 GHz [35]) and 750 mw at a frequency of 34 GHz [34],
The dieleetric rod oscillator frequency fine tuning range is 3,37 at a
frequeney of 40 GHz, with a power output change from 140 to 200 mw [29],

The design of a waveguide~coaxial oscillator is f1lustrated in Figure &b,
The diode is placed under the central conductor of a coaxial line millimeter
band short=circuited at the opposite end, A waveguide resonator is formed
between the shorting device and the axls of the coaxial line, The power
output of such an oscillator is 1.2 w at a frequency of 38 GHz (n=10%) when
utilizing double--transit silicon avalanche diodes [5). 1In avalanche diode
oscillators with single-transit passivated diodes power output fs 100 mw

at a frequency of €” GHz and cfficiency of 1% [36].

With a decrease in length of :oaxial segments 1) and 1, to zero, a wavegulde
coaxlal system degenerates to a wavegulde-post system (Figure 4c)., An
avalanche diode oscillator of such a design has a power output of 320-

370 mw with an efficiency of (6-7)% at frequencies of (36,5-39) GHz [37]),

Characteristics of wavegulde-coaxial and waveguide-post oscillators with
fixed frequency are summarized in Table 2.

Microstrip oscillators. Millimeter-wave oscillators have been developed
with a microstrip electrodynamic system. System topology is shown in
Figure 5a [38]. ‘The active element is ronnected to the cavity with the
ald of a metal angle bracket; coupling between resonator cavity and micro-
strip transmission line is capacitive; the diode power circuit filter is
on the same dielectric base, With utilization of double-transit sflicon
avalanche diodes, a power output of 320 mw is obtained at a frequency of
30 GHz, n=5.2%; power output is 270 mw at a frequency of 55 GHz and an
efficlency of 5.2%; at a frequency of 108 GHz power output is 25 m and
efficiency is 1.67 [39, 40],
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table 2, Characteristies of Waveguide=Coaxial and Wavepuide=Pont Oseillators

" pato i Tun Rawetpyn: Nutep,
(PS::::A " zl;u&e::l'w (35. Ao Y% (%) Tan AwoAs (5) unw "n':: (6)
%,0 518 8,5 9 we. 1l GaAs NOA |Be 4,0 | 135)
0-M5| a8=I0 9,6—11,7 | 1 GaAs INDL ) 125)

U 750 6 2wer, Ofl GaAs 1NN > 134

3 680 10 Of GaAs AN ’ {34)

308-3 | 37032 67 on s ann | pue de | 197

“a 1200 10 ansiann | pe 46 | )
4459 100250 58 Ofl QaAs JINN pue. 4,0 | [34) .

{0=57 100140 8,2=7,2 1l GaAs ANA ’ [kl

6 100 ] on ana pre. 4, 1 36}

% 60 3,2 1) GaAs JIN1R pre 4, 0 13

Key (see key to Table 1)

»I

L

Figure 5.

Key: 7. Quartz supports
1. Microstrip resonator 8. Copper tube

: 2. Dielectric rod 9, Copper plate _

3. 50-ohm line 10. Semiconductor structure
4, Power input 11. Oxidized aluminum rod
5. To load
6. Base

A microstrip oscillator with a lowered-Q resonant system, designed for use

in external synchronization mode, is investigated in {41). The resonator,
formed by avalanche diode mounting elements (a copper strip and quartz sup-
ports, Figure 5b), is capacitance-coupled with a microstrip line. A resonator
of this design makes it possible to reduce the Q of the oscillator by reducing
the energy stored in a "quasiconcentrated” circuit in comparison with a
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resonator based on a degment of a milllmetor band transmission line, Og=
eillator power output iy 120 mw at a frequency of 30,6 GHz, 'The oseillator
locking band extends to 1300 MHz,

Oscillators with an external stabilizing resonator, Millimeter-band
stabilized oscillators have a reduced noise level and are extensively em=
ployed as heterodynes and driving vgeillators iu radar and communication
ayatems,

Parametrie methods of stabilization prove to be most preferable in most cases,
methods which make it possible to realize the principal advantages of a solid-
state oscillator =~ small size, light weight, and high reliability, A wide-
spread method of parametric frequency stabilizatien {nvelves external high=

Q and high=calibration resonator cavities [42), Figure 6 contains three
basie stabilizing resonator arrangements,

'AQ
&?’mfa .

g ,
AN lzamzd&g
Figure 6.
Key:
- 1. Matched transition 2. Cavity

Oscillators with a reflecting resonator (Figure 6a) ensure high stabiliza-
tion factors with comparatively small power output losses (43, 47); an ar~
rangement with a transmission cavity (Figure 6b) realizes maximum stabiliza-
tion factors, but with increase’ power losses [48, 49]; the principal ad-
vantage of an oscillator with a band-reflecting stabilizing system (Figure 6c)
is a one-frequency operating mode [7, 43, 50].

Table 3 containg the parameters of millimeter-wave stabilized oscillators.

Tunable oscillators are employed as heterodynes and driving oscillators for
radars and communication lines, and in measuring equipment. They must meet
demands of Wde~-band frequency tuning with minimal power output drop.

In order to obtain wide-band tuning it is necessary carefully to design
placement arrangements of diodes, power supply filters, and matching circuits,
The resonances of diode case reactive elements and wiring diagrams can lead
to disturbances fn frequency tuning characteristics or oscillator operation
at untuned frequencies, The best results are obtained when utilizing un=-
packaged and minfature diodes [10, 51-53].
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Table 3, Characteristics of Oscillators Stabilized by External Cavities

] 1] .
O e el i oo IR =i -
2631 200 2.10-8 1K GaAs MON | Due. 6,0 | 48)
2633 80 4108 11K GaAs M3N ’ 145)
2 MI'yB
30 ] 6:107 1/°K GaAs M30 ’ 148)
0,7 Ml'u/B '
62 1000 - I SI AN | pue 6, 0 -
0,015 MIwmA
18 2.10=¢ 10K on si Ana | pwe 6, (48]
0,16 MIw/nA
[ 2,6:10™% 12K on s Ang | pwe. 6, a un
0,05 MIyuA
Key:
1. Operating frequency, GHz 4, Type of diode
2, Power output, mw 5. Type of design
3. Temperature instability and 6. Bibliographic source
power feed condition in- 7. Figure
stability

Oscillators with mechanical frequency tuning. The waveguide-post design
mechanically tuned generator is the most common (Figure 4c). Frequency
tuning range anowunts o (20-30)%. Reduced-height waveguides are employed to
increase "saturation" frequency [53].

4zzqzzzzqy

,‘!
/e

/3

{2222

Figure 7. Figure 8.
Key:
1. Ridge guide 4. Shorting device
2. Coaxial studb 5. Diodes

3. Resonance window
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When utilizing a wavegulde design with a nonresonant ridge gulde (Figure N,
Gunn diode oselllator tuning has been obtalned in a wavepulde operating
band of (26,5-40) GHz [52],

During displacement of a dlelectric rod (DR) in a wavegulde oseillator cavity
with an antiparasitic resistor (Figure 4a), one obtains AEM/E¢p~(10-19)%
(Ecp == mean band frequency) [10],

Table 4 contains parameters of millimeter=band oseillators with mechanical
frequency tuning.

Table 4, Characteristics of Oscillators With Mechanical Frequency Tuning

1 Znanason nepectpofns 6 8 9

'%r;e.xmnmi 2 wactotu, numﬂ'_':' ?:‘;%ﬂ.‘:u Tun 2:3:-' T | Jnt
w8, Flat , rn. 3 " wor 3 ", nonep. u“p:n- anoaa | wet,
7.8 2,5 o [8s-t00| 07 |pht93 | nc |anal 9

28,4--33,3 | 8,213,5 | 20~41 | 50-330 [2,6-7.4 | pc.? | K3 |Mon| 162)
8835 | 7,5-10" | 2629 [25-75 | 48" [puc 40| K3 |M30] 182)

31,643 5-8 11-<19 200 m pue. 4, a| AC {AnA| 0]

M 8 2 - ~ | Keygy | K3 [Man1| (53)

5 5,7 13 [40-70 | 2,4 K%Zfif:. nc | men| (20

85—68,6 | 6,413 [ 10--19 | 50260 | 3—4,1 | Bl | K3 |arut| (54)

60,5 1”7 % |- ~ | Boanos. | K3 |A0NR| i51)

. 63,579 8-—10 10—14 100 - pue. 4, a| 2C | ANA} (o)
: 94 6 6,4 27--50 2,? Boanos. | K3 [ NN [54)
j 230 14 6. 10,743 7,8 puc. 3, ¢| K3 |Jnk|nod)

Key:
1. Mean band frequency, GHz 5, Power output drop, db
2. Frequency tuning range 6. Type of design
3, GHz 7. Tuning element
4, Power output, mw 8. Type of diode
9., Bibliographic source
Note: /[IC ~- dielectric rod; 10, Figure
H3 -~ shorting device; 11, Coax
/Nl -~ avalanche diode 12, Waveguide

Oscillators with electronic frequency tuning, The main areas of application
of electrically tunable oscillators are the following: communication links
with frequency modulation, measuring equipment, clectronic countermeasures
systems. Oscillators with frequency tuning by active diode feed current,
YIG~spheres, and varactors are employed in the millimeter band.
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The capability of wide-band frequency tuning of avalanche diode oscillators
by supply current is demonstrated in [55], These oscillators are wavegulde=
coaxial in denlgn (Figure Ba), The coaxial segment is formed in the power
supply filter circuit, running through the wide wall of a reduced=height wave=
guide, Transition to a standard waveguide section is smooth, Single-
transit silicon avalanche diodes with an open case are used, Ten different
oscillators cover the frequenecy band from 19 to 92,5 GHz, The power output
drop is extraordinarily great, reaching (20-30) db, The range of frequency
tuning with a drop APg,.=3 db does not exceed (10-15)%. By selecting a
ghorting device posi:ion. one can equalize power output in the band to 20%.
The osclllator noise level is high. 1In another waveguide oscillator design
(Figure 8b), with a single-transit sillcon avalanche diode, mounted in a
resonance window under an inductive post, an avalanche diode supply current
frequency tuning of (53-63) GHz was obtained with a change in power output
from 1 to 45 mw [56],

Figure 9,

Key:
1. Connecting window 3. Coaxial studb
2. Waveguide 4, Varactor

A 25-43 GHz waveguide oscillator with YIG sphere frequency tuning has been
developed [57]., The tuning band reaches 50% with a power output up to 11 mw
with a drop to 12 db. Tuning characteristics show very high linearity --
$0.1%. With a power output drop of 3 db Afy/f,, reaches 22-33%). Requisite
control magnetic field induction is as much as 5.5 T. Frequency control
circuit power is approximately 5 w. Oscillators with YIG tuning contain a
subgtantial deficiency == slow tuning rate. The necessity of providing very
high magnetic field strengths makes employment of oscillators with YIG
elements in the shorter-wave portion of the millimeter band unpromising.

A considerable modulation frequency (tens to hundreds of megahertz) can
be obtained by oscillators with varactor tuning., Following are additional
advantages of utilizing varactors: low frequency control circuit power
(less than 1 mw), small size, weight and cost of oscillators and power
supplies. Principal drawbacks: reduced resonant system Q and nonlinearity
of the electrical frequency tuning characteristic curve [58].
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The design of a millimeter=band coaxlal oselllator with varaetor frequeney
tuning {8 lllustrated in Plgure Ya, A Gunn diode and varaetor in minlature
cayen are mounted at the ends of the coaxlal cavity under the central con=
ductor, ‘The power supply circult Filters are capacitme filters. The
electrical frequency tuning range of such an oscillator is 3,05 GHz with a
mean frequency of 39,5 CHz, with power output ranging from 10 to 12 mw [59].

Coaxial systems are not promising at frequencies above (40-60) GHz due to
considerable technological complexity, difficulety of tuning and adjustment.
Employment of waveguide designs employing diedes in miniature cases and
caseless dlodes 18 promising.

1 Pesowancme
/ OKHD "1 e
222z - A e
N Wranxa 72
KJ D 3 /ﬂ
| LLLLL L N 2
~Bapakmop 2 7 Bapakmop 2
a b
figure 10,
Key:
1. Resonance window 3. Cap

2. Varactor

An oscillator based on a reduced=height waveguide (Figurc 9b) has an
electrical tuning range of 1.2 GHz, mean frequency of 37.6 GHz, and power
output of 70-80 mw (Gunn diode and varactor in miniature cases) [59, 60].

In the design illustrated in Figure 10a unpackaged avalanche diodes and
varactor are positioned in the wavegulde diaphragm windows under inductive
pins. Frequency tuning amounts to 2,5 GHz at a mean frequency of 56.5 GHz,
and power output is (4,2-2,7) mw, Capability of sine wave varactor
capacitance modulation with a frequency of 500 MHz has been demonstrated
[56].

An oscillator with an open in-waveguide cavity (Figure 10b) tunes in a
300 MHz range (mean frequency 50,6 GHz), The shunting effect of the local
resonator limits the tuning range [61].
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Figure 11,
Key:
1. To load 5. Supply input
2. Matched transmission line 6, Heat sink
3, Varactor 7. Coupled cavities
4, Supply circuit filter 8. Blocking capacitor

Oscillators with microstrip electrodynamic systems have been developed.
1.6 GHz tuning at a mean frequency of 35.3 GHz has been obtained utilizing
an unpackaged varactor and a Gunn diode in a standard package (Figure 1la).
fgw?r output varies from 0,5 to 13 mw. The 3 db tuning range is 900 MHz

2 L]

In Figure 11b a double-transit silicon avalanche diode and varactor (avalanche
diode in preconduction mode) are mounted in open cases on a common heat sink,
Oscillator tuning is 1.6 GHz (mean frequency 59.3 GHz), and power output
ranges from 125 to 95 mw. Sine-wave varactor modulation frequency reaches

50 MHz [63].

Figure 1lc shows a 26-40 GHz microstrip oscillator with a resonant civcuit
containing "quasi-concentrated" components [64]. The capacitances of the
semiconductor structures of the varactor and avalanche diode and the
inductances of the connecting conductors are employed as reactive elements
of the resonant circuit. Oscillator tuning range is (6-8) GHz with a power
output of up to 36 mw,

A stabilized oscillator with varactor frequency fine tuning within a small
range (up to 0.3%) is described in [45] (Figure 12), The oscillator
consists of a segment of reduced-height waveguide with a Gunn diode mounted
in the middle of the wide wall, a stabilizing cylindrical reflection type
cavity and connected waveguide varactor section,

32
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070023-8

FOR OFFICTAL USE ONLY

Daponx
Figure 12, e
Key:
1. Cavity 3, Varactor
2, Diode 4, Short circuiting device

Frequency tuning is 95 MHz at a mean frequency of 30,5 GHz, gower output
30 mw, APy=tl,5 db, frequency temperature stability -5.10=9/°K, Com=
pensation for tuning characteristic curve nonlinearity is possible in this
design with selection of short circuiting device position,

_ Table 5 contains the parameters of millimeter-~band solid-state oscillators

with electronic frequency tuning.

Table 5. Characteristics of Oscillators With Elcctronic Frequency Tuning

. . .

1 | 2 fusnason nepectpotnn | & 5 6 7 |8 9
uactory Tepenan Snem.
Cpeannn wace Duxoruant | puxoanoh Tun, . nepes | Tun | At
TOTS AnAnAsy: MOWMOCTS, | potitoets, | xometp. | etpo | anoms | wer,
na, [Tu 3 Bt 25 i

22,4-86 | 6,7-20,3 | 15-45 | 20 [22-32 pﬁ%.oﬂ.a 44| fHy 185)
20356 | 08 |20-28,5 336 2,595 |puc. IL.e | Dap, /0L (64
30,6 0,008 | 03 30 3 | pwe 12 ﬂ; Man | (45)
31-34,8 | 12—17 | 39-50 1 12 Bonnoa{330MT | KDY 157)

35,3 1,6 45 |06—13| 14 |pe 11,0 | Bap. |MO11| 62]
37,6 1,2 3,2 | 70-80 | 0,6 |puc. 9,6 | Bap. [MOM] |59)
2,5 3,05 77 | 10-12| 08 | puc. 9,a | Bap. |MID| [59]
60,6 0,3 0,6 1011 0,4 |pwc. 10,6 | Bap. |NNIR] (61}
86,5 2,6 4.4 |27-42| 1,9 [pwe. 10, | Bap. [NNR] 156)
68 10 17,2 1—45 | 16,5 | pne. 8, 6 |Tox. n| AMIR| (56)
59,3 1,6 2,7 95—125] 1,2 |pue. 11, 6] Bap. | AR (63)
208,5 7 34 0,24 1 prc. 3, ¢ {Tox n.| JIFLA | (103}

Key:
1. Mean band frequency, GHz 8. Type of diode
2, Frequency tuning range 9. Bibliographic source
3. GHz 10, Figure
4, Power output, mw 11, Supply current
5. Power output drop, db 12, Varactor
6. Type of design 13. YIG
7. Tuning element 14, Avalanche diode

15. Gunn diode
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Pulse mode. 'The power output of avalanche and Gunn diode oscillators in
pulse mode can he increased by approximately one order of magnitude in com-
parison with contlinuous oscillation mode, Pulse duration usually does not
exceed rractions of a mlerosecond to a few microseconds |4, 23, 65]. Achleved
avalanche diode oseillator pulse power output levals are as follows: 11 watts
at a frequency of 39 GHz, 2 watts at 98 GHz, 720 mw at 140 GHz and 520 mw

at 214 GHz [4, 66, 102].

A power of 400 mw {21] was obtained at a frequency of 50 GHz and 137 mw at
64 GHz [25] with pulse amplitude modulation of Gunn diode millimeter-band
~oscillators,

External synchronization, Avalanche diode and Gunn diode oscillators are
casily synchronized by an external signal [2], 'The level of the applied
signal can be almost 40 db below the oscillator power output level [67],

and a 30 GHz avalanche diode oscillator synchronization band reaches 1300 MHz
[41). External synchronization mode can be used for frequency tuning and
multiplication [68, 69].

Noise generation, Silicon avalanche diodes are employed in a noise generator

(70] in a low=ohm rectangular waveguide with a ridge guide matched on both

sides for broadening the operating band of frequencies., In the range (26.5-
_ 40) GHz the magnitude of excess noise varies within limits of 25-10 db.

The conclusion has been drawn that it 1s possible to replace gas-discharge

tubes with avalanche diode noise generators.

Frequency and power stability. Frequency temperature drift of unstable
millimeter-band oscillators ranges from 0.5 to 1.5 x 107°1/°K (2, 33],

Frequency drift caused by instability of oscillator power supply conditions
amounts to (10-20) MHz/V for Gunn diode oscillators and (5-10) MHz/ma for
avalanche diode oscillators. Power output temperature instability is
0.01-0,03 db/°K [29, 33].

Connection of external high-Q thermally compensated cavities makes it pos-
sible to improve oscillator stability characteristics by 1-2 orders of
magnitude (Table 3).

Noise characteristics. The noise level of Gunn diode oscillators is ap-
proximately the same as that of reflex klystrons; AM noise of an avalanche
diode oscillator is 10-20 and FM noise 20-30 db greater than that of reflex
klystrons [2, 71].

AM noise of millimeter-band avalanche diode oscillators comprises (120-
140) db/Hz when detuning Af=(1-2) kHz from the carrier frequency and (150-
160) db/Hz when detuning (1-2) MHz ;8, 27, 28, 72-74]; Avalanche diode
oscillator noise is (60-30) Hz/Hzl/2 [73].

Oscillator frequency stabilization with exterior cavities makes it possible
to reduce FM noise level by (20-30) db [45].
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Oseillator Modeling and Calculation

Up to the present time the design of electrodynamic systems of solld-state
millimeter-band devices has been in large measure of an empirical and to
some extent intuftive character, and only in some particular instances is
it possible to perform a suf ficlently complete theoretical analysis,

Methods of numerical calculation of electrodynamic systems with complex
boundary conditions developed in recent years potentially make it possible
to solve a considerable portion of practical problems, but their application
Iy held back by largé expenditures of computer time,

The design substitution method with utilization of combined modeling (some
desipn elements are determined theoretically, and some experimentally) has
come into widespread use in designing millimeter-band oscillators.

It is convenient to perform high-frequency circuit modeling with conditional
designation of three basic electrodynamic system components: packaged active
element; diode mounting device in millimeter-band system; millimeter-band
cavity or transmission line proper.

Substitution of millimeter-band diodes by the equivalent circuit shown in
Figure 13a 1is a generally-accepted technique, where G4, €4 and Ry =~ negative
conductance, capacitance and resistance of diode losses; Lk and Ck -- case
inductance and capacitance. It is usually assumed that only Gy and Cq are
dependent on amplitude and frequency of millimeter-band oscillations and
diode power supply conditions. Parameters G4 and Cq are obtained ex~
perimentally [74-77] or by computation [61]), Representation of diode case
parameters with concentrated frequency-independent components Lk and Cy 1is
permissible if the case diameter is less than A4 (78], Otherwise it is
necessary either to modify the equivalent circuit (C' in Figure 13a) [79] or
to prepare a formal diagram describing the actual behavior of impedance in-
vestigated experimentally [77] or with the aid of electrodynamic analysis,

T Jld Jﬂa_epymz

] #

Figure 13,

Key:
1, Load

Basic difficulties arise when modeling a diode mounting device, which can have
a varied configuration. The problem is complicated by the fact that in the
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millimeter band the mounting device frequently performs Cfunctions of a
matching circuit and in large measure determines oscillator characteristics.
In recent years there have been published a great many studies dealing with
a theoretlcal description of the most common designs: an inductive post in
a waveguide has been investigated in detail in studies [80~86]; studies
[85-88] deal with determination of the characteristiecs of a two-post
structure of millimeter=band component holders; diodes in reduced-height
millimeter-band systems are examined in (78, 89]; wavegulde-coaxial
structures are analyzed in [90-92].

Utilization of elaborated theoretical models has made it possible to raise
to a higher level the method of analysis and optimization of solid-state
devices of the centimeter and lower-frequency portion of the millimeter
band. Existing models contain deficiencies which show up when transition-
ing to higher frequencies: active losses in millimeter~band systems are
not considered, post diameter does not exceed 0.25 waveguide width, post
gap width does not exceed 0.25 waveguide height, and the influence of
higher types of waves caused by close-by discontinuities (for example,
short-circuiting device) is not taken into account. An attempt to correct
some of these deficiencies was made in [51], but the adequacy of the
proposed model requires additional experimental verification.

At the present time there are no theoretical elaborations which make it
possible sufficiently fully to consider the basic parameters of many other
mounting arrangements for millimeter-band diodes. One possible approach

is the utilization of a generalized equivalent circuit (Figure 13b), the
parameters of which are determined experimentally across a broad range of
frequencies and dimensions of electrodynamic system elements. Two con-
figurations of millimeter-band systems -- with an in-waveguide open cavity
(Figure 3a) and a resonance window with post (Figure 8b), have been examined
with this method in [93-94],

Theory of resonant cavities and millimeter-band transmission lines has been
most fully developed, and their modeling does not present any particular
difficulties. In designing millimeter-band oscillators (particularly in

the higher-frequency portion) it is desirable to consider transmission-line
losses, Difficulties akin to those described above occur during theoretical
description of cavity coupling elements and matching devices.

Solid-state oscillator equivalent circuits. Modeling does not present any
varticular difficulties in designing narrow-band oscillators, and simplified
equivalent circuits can be employed.

Simplified oscillator circuits have been proposed, with an in-waveguide open
cavity (Figure l4a) and a waveguide-coaxial oscillator with an antiparasitic
resistor (Figure 14b). In the circuit shown in Figure l4a components Gd,
Cq> and Lq have been obtained from an avalanche diode weak-signal analysis,
equivalent parameters of in-waveguide cavity Lg, C¢y Ge -- from measurements
of the external Q of a resonant system by the phase synchronization method;
1 -~ distance from the short-circuiting piston to the axis of the contact
post [61].
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Figure 14,

In the eircuit in Figure 14b Gy =~ useful load conductivity; Lpy Cpy Gp =-
equivalent parameters of waveguide cavity; Ry =~ resistance of antiparasitic
resistor; 1y -~ length of coaxial segment in which 1is mounted a diode with
impedance 24 [33],

In oscillators with a stabilizing cavity, with line length niy/2 (Ag -- wave-
length in waveguide; n -- integer) simplification Jf the equivalent circuit
is possible (Figure 14c) [46-49), Depending on n, the cavity is represented
by a series or parallel circuit.

The described eircuits in a narrow range of frequencies make it possible to
perform qualitative analysis of oscillator operation, and to obtain quanti-
tative estimates in experimental refinement cf component values,

Theoretical analysis of a microstrip oscillator with wide-band varactor
frequency tuning (Figure 1lc) was p:rformed with the aid of the equivalent
circuit in Figure "4d. 1In view of the fact that unpackaged diodes were em-
ployed, and the assembly diagram comprises a concentrated circuit, modeling
is simplified. Cpq and Cpp ==~ avalanche diode and varactor mounting
capacitances; Cgn -~ blocking capacitor: Lep and Rep == inductance and
resistance of coupling conductor losses. Discrepancy between results of
calculation and experimental data does not exceed 10% [64],

When designing oscillators with a relatively large mechanical tuning range
or electrically tuned oscillators, it becomes essential to put together ex-
tensive equivalent circuits (Figure 15).

Al equivalent circuit (Figure 15a) of a Gunn diode millimeter-band waveguide~-
coaxial oscillator has been proposed [91]. Coaxial cavity recesses in the
upper and lower walls of th: waveguide are svbstituted with segments of
short-circuited lines 1x and 13, Line 1p replaces the diode case; hy --
coaxial transformer taking into account the effect of the diode cap. Components
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Cerls C1» Cag2yr and C2 take into account the higher types of waves exclted
at polnts of waveguide and coaxial line intersection} jxg -- reactance of
the eentral rod; Zp and Zg -- wavegulde and diode impedance respectively,
Ref inement of equivalent eircuit components has been performed experimental=-

Gt
&

=0

Co

ly.

Figure 15,

In [51] there is performed a theoretical calculation of components of an
equivalent circuit (Figure 15b) of the waveguide-coaxial oscillator in
Figure 8a. The authors examine a thick (diameter greater than one fourth
waveguide width) inductive post and take into account the influence of the
closc-by short-circuiting device; C, and 1, are post parameters. The input

- impedance of the coaxial segment is substituted by element 2y. Cg and C'g -
reactive elements taking into account the post gap and the boundary
capacitance of the waveguide-coaxial transition., The developed equivalent
circuit was successfully utilized in calculating the frequency characteristics
of a (50-70) GHz oscillator and amplifier.

Figure 15¢ contains an equivalent circuit of a waveguide avalanche diode
oscillator with an external reflection type cavity [44]. Elements Cy, Ly,

Cg and Cpy describe the post in the waveguide; they are obtained by calcula-
tion. The avalanche diode is represented by elements G4, Cq4, Lkd,» Rd, and
Ckds the values of which are determined experimentally (76]. C,, Lp, and

Gp characterize a stabilizing cavity. The degree of coupling between cavity
and waveguide 1:n and correction to waveguide cavity length A1} were deter-
mined experimentally. Oscillator parameter calculation error doe.. mot exceed
(15-20)%.

An equivalent circuit of a Gunn diode oscillator with varactor tuning is con-
tained in Figure 15d [95].
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The equivalent clreuits contained in Figure 15 make it possible to consider
many features of osclllator operation == frequency "saturation" [53, 96, 97)
and abrupt changes in frequency and power [B2, 96, 98, 99], Analytical
expressions for such cireuits turn out very unwieldy and lese one of the

main advantages == the possibility of reaching conclusions on escillator
operating features without performing computations. Attempts to obtain
cleaver analytlcal expressions by idealizing eircuits lead in many cases

to loss of adequacy of the model and, as a consequence, to erroneous con-
cluslons, Therefore extensive employment of computers is essential in cal-
culating and optimizing oscillator characteristies [100], with utilization of
analytical methods for determining the most general laws governing oscillator
opetation,

Conclusfons

L. At the present time the following are achievable in practical terms:
avalanche diode oscillators with a power output of R00-400)mw at a frequency
of 30 GHz, (50~100) mw at frequencies to 100 GHz; Gunn diode oscillators
with a power output of (50-100) mw at a frequency of 30 GHz, and (20-40) mw
at frequencies to 60 GHz,

2, Wavegulde oscillators are most preferable in the millimeter band., With
integral technology and mass production, microstrip designs are promising
fn the lower=frequency portion of the band,

3. To obtain maximum output power and efficiency at a fixed frequency,
oscillator designs involving open in-waveguide cavities appear to be the
best.

4, Employment of external high-Q and high-standard resonator cavities makes
it possible to improve the stability characteristics of oscillators by 1-2
orders of magnitude.

5. A broad oscillator mechanical tuning frequency range to (30-40%, is provided
by a waveguide-post and waveguide with nonresonant ridge guide electrodynamic
system design,

6. Avalanche ifode oscillator frequency tuning can be performed by active
element supply current in a range (20-40)% with a large power output loss and
low oscillator noise characteristics.,

7. With moderate demands on electronic tuning range (several percent), it
is preferable to employ varactors. Wide-band (more than 10%) varactor
frequency tuning for millimeter-band oscillators is achieved with an in-
tegral technology of oscillator manufacture with utilization of unpackaged
diodes and quasi-concentrated cesonant systems.

8. Power output of solid-state oscillators in pulse mode can be increased
by approximately an order of magnitude in comparison with continuous oscil-
lation modes.
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Y, Up to the present time designing of electrodynamic systems of solid-
state millimeter=band devices has been in many respect empirical in nature;
methods of theoretical caleulation and optimization have not experienced
proper development,

10, The most appropriate methods in analyzing oscillators are combined
methods of modeling with utilization of equivalent circuits, some of the
components of which are determined theoretically and some experimentally,

11. In oscillator calculation and optimization it is essential extensively to
employ electronic computers with utilization of analytical methods for
determining the most general patterns of oscillator operations,
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upc 621,373
THE FILTERING CAPABILITY OF DIGITAL FREQUENCY SYNTHESIZERS
Kiev IZVESTIYA VUZ RADIOELEKTRONIKA in Russian Vol 21 No 11, 1978 pp 41-49

[Article by O, Gubernatorov, manuscript received 19 Apr 77, following re-
vision 10 May 78]

[Text] Equations are derived for the transfer functions
of a digital frequency synthesizer when interference acts
at ‘the input to the low pass filter and directly on the
controlled oscillator of the synthesizer. Expressions are
determined and analyzed for the parasitic frequency devi-
ation of the controlled oscillator as a function of the
frequency of the interference. Equations are derived for
the calculation of the noise bandwidth of a digital syn-
thesizer with the action of fluctuating interference.

The signal spectrum at the output of digital frequency synthesizers (TsSCh)
has a complex structure. At frequencies 10 - 200 Hz offset from the carrier,
it can have raised places, so-called "yings", the level of which is 30 - 50 dB
below the primary signal level [1].

The finite spectral width of the synthesizer signal is due to the action of
natural (internal noise) and harmonic {nterference. The latter arises by
virtue of the conversion of the master oscillator (0G) and controlled oscil-
lator signals into pulse processes, the imperfections in the filtering cir- °
cuits, vibrational perturbations and a number of other factors.

UVryott)  wyrt0)

ony |-— ur3
(2)

Wer Key: 1. Integrating phase detector;
co 2. Low pass filter;
3. Controlled oscillator;
4, DPKD [variable scaler type feed-
back loop frequency divider];
5. Wyn(p) [phase detector
transmission factorl;
Wyn(p) = controlled oscillator
transfer function,

Figure 1.
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This paper is devoted to a determinatlon of the level of the parasitic
frequency deviation of a digital frequency synthesizer gignal with the
action of fluctuating and harmonic noise at the input to the low frequency
filter (FNCh) as well as directly on the controlled oscillator,

An overall block diagram of a digital frequency synthesizer is shown in
Figure 1. We ghall determine and investigate 1ts transfer function. For
the case of an open feedback (0S) loop and the action of interference at
the low pass filter input, the frequency deviation of the controlled oscil-
lator is written as follows in operator form:

B0 (p) = Syel (9) W (0) == 40 (5) Wi p), W

where S, is the slope of the control characteristic of the controlled
oscilla%or (rad/sv); Wyp(p) is the’ transmission factor of the low pass filter;
Un(p) is the interference voltage tranform; Aw% is the frequency deviation
of the controlled oscillator when the interference acts directly on the
controlled oscillator.,

When a feedback loop is inserted, the overall frequency deviation of the
controlled oscillator is

Atonon (p) = Bwn (p) -+ Btoge (p). (2)

Here, Awgg(p) is the frequency deviation of the controlled oscillator due
to the action of the feedback loop. The frequency deviation caused by the
feedback 1is:

g () == Btvnoa () Wos \P) Wax (P)s 3)

where Woc(p) is the transfer function of the feedback loop; Wrk(p) = Wy(p)

= w¢(p)N¢A(p)wyr(p) is the transmission factor of the forward channel.
Substituting (1) and (3) in (2) and solving the obtained result for bwqgs(P),
we obtain:

SycUu (p) Wy (p)

Ayon (p) = T+ Woln)Wa (p) @

Expression (4) is the equation for the transfer function of the digital
frequency synthesizer. '

According to [2]: R
Woc (P) Wm( (p) =K }V‘;(p) ,

()
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where Kgg = Kc/K 1s the static gain of the systemj Ko = Ky Sy-Sgn is the
gtatic gain of the forward channel (the holding bandwidth)j K 1¥ the division
factor of the dividers in the feedback loop; S 0 is the slope of the phase
detector characteristic, ®fi; Ky is the transit?on factor of the low pass £il-
ter at w'= 0,

In the case of an integrating filter, Wd, with a transmission factor of:

1
W (p) = == 6
»(p) TF 7, (6)
and the action of harmonic interference:
‘_.Iumnm A‘ 7
Uni) =% | 7
expression (4) assumes the form:
A - PO :
v (P) = 80mn G Gy G, + 5 T Ko ®

In equations (6), (7) and (8), t1 = RC is the time constant of the low pass
filter; Awy, = SyrUpn is the maximum frequency deviation of the controlled
oscillator; Upp Xs the amplitude of the interference voltage.

By integrating (8) and isolating the forced component of the transient pro-
cess, we obtain equations which describe the frequency and phase character-
istics digital frequency synthesizers in the steadystate mode:

N Awyon (@) ) .
©) = = ' 9
VO= "0~ VKo e+ @ ®
I
tgq)= Kcs—‘l)zt’ : (10)
An extremum of function (9) occurs at a frequency of:
: Ko _ Ko 1)

[

where wg 1s the resonant frequency of the system; 11 = t]Kg is the normal-
ized time constant of the digital frequency synthesizer.

By introducing the relative frequency coordinate:

o
=% . (12)
into (9), we reduce the latter to the form:
=) — P
=/ 1)
50
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The calculation of the selectivity characteristic (13) and the noise band=-
width is simplified substantially 1f we go over from expression (13) to an
equation equivalent to it, assuming that:

xzﬁw.
¥ (14)
is the square of the generalized frequency difference, we write (13) thus:
T N (19)
Vo= e

Equation (15) is the equivalent of expruession (13), If (13) is an asymmetri=-
cal function with respect to y = 1 and is defined only in the range of posi=
tive frequeneies, then y(x) is symmetrical with respect to x = 0, and is
defined for both positive and negative frequencies., It follows from (14)
that with a change in y within a range of 0 == +® , x takes on a value in
the range = == 4o, yhere vy = 1 and x = 0,

At a specified attenuation, o, the abscissas of the function y(x) are equal

to:
- 1/ =T (16)

L]

Solving (14) and (16) simultaneously, we find that for the same ¢, the co-
ordinates of function (13) are determined by the equations:

0l —1 41,
o Ty T3 1),
by means of which the relative passband of the system is found:
0t —1
Ay, = Yo, = Yo, = T (18)

and with the substitution of (12), the absolute value of the passband at
the level of the ¢ readout is:

of =1

Awg = @, =
]

. (19)

For @ = Y2, we obtain the following from (19) taking (11) into account:

o Ko _ 1
ST T (20)

We determine the noise bandwidth by means of integrating the absolute value
vf the square of the equivalent characteristic y(x) with the subsequent
trangition from the x coordinate to the y coordinate.
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The noise bandwidth of a system with the equivalent characteristic is
-

L]

1 dx - 3 .
R W s g U
i

The values of the abacisaas which define the equivalent noise bandwidth,
because of the symmetrical nature of the characteristic ly(x)]2 are:

P 1-2-",-‘_- (22)
]
Solving (14) and (22) simultaneously, we find
— n 16‘"
Yune =37 (l/‘+"“a= % 1). (23)
vip’ gt
NV \
A
0 -
w\|l / 0
0 ] lyly)l fngl \
/ Qym
¢ / q‘ N
/ Ny \ \\ / My \
' g2 A1 ] /‘wagl n\lyo
0 Yan? R oz 5 4 S5y w54 2 w12 4 5«
@ Pue. 2. (bl
Figure 2,

The absolute value of the noise bandwidth of a digital frequency synthesizer,
taking (20) into account, is equal to

—don _ap B
M=y § = o -

Calculated data for the selectivity characteristic of a digital frequency
synthesizer, y(y) and the y(x) characteristic equivalent to it at 13 = 1
are given in Table 1. The calculation was performed using expressions (16),
(17) and (18). Also given here are the data for the noise indicators de-
rived from equations (22), (23) and (18). Based on the calculated data,
depicted in Figures 2a and 2b is the selectivity characteristic and the
function y(x) equivalent to it.
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TABLE 1
Ty == 1
oleal | Ulynonue noxasas

Ito o & " Y Vs Y=y = e (
0,9 1,5 +0,6 =05 0,8 1,31 040 05  xy,mi]57
0,8 1,65 40,77 ..0,77 0,7 1,4 0,75 0,74 Nap = 0,49
0,7 2 -1 wal 0,62 0,62 | 1
0,68 3 1,41 1,41 0,60 1,43 1,42 1,41 Yerp ** 2,08
0,6 4 1,73 1,73 0,46 2,2 1,74 1,718 AA\?,,, e |67

¥

0% 16 43,9 -39 02 4,15 39 3,87 Hﬁwﬂ&7
0,168 38 +5,8 -5,8 0,177 6,1 6,8 6,9

Key: 1. Noise indicators,

The selectivity properties of a digital frequency synthesizer depend on
both the position of the resonant frequency wy and on the transmittance
bandwidth Mwp,7. The position of wp and the bandwidth Awp,7 are determined
by the quantity Ty, changing that so with an increase in 71, wg shifts
towards the lower frequencies, while dwg,7 18 narrowed. In this case, the
rate of change in the side slopes of the selectivity characteristic y(y)
also increases at the same time,

This shape of the y(y) and y(x) curves is explained, on one hand, by the
influence of the low pass filter, and on the other, by the action of the
control system which in the low frequency range compensates for the para=-
sitic deviation. If the quantity Koo 1is clamped, and t1 is increased, then
not only is the action of the interference on the controlled oscillator
attenuated, but the controlling effect fed to the phase detector from the

, feedback loop is also reduced. An analogous situation will arise if when
T1 is clamped, the frequency of the interference voltage at the input to
the low pass filter is increased. Control effectiveness is reduced 1if at
a constant value of K. and tj, the division factor of the dividers inserted
in the feedback network, is increased, TQis can be explained by working
from the following arguments:

—In the first place, increasing K 1is equivalent to reducing the static
gain of the entire system, K3

—In the second place, ia treating adigital frequency synthesizer as a feed-
back system in which a parasitic deviation arises in the controlled oscil~
lator, we can write:

Bupgy = dup/(L + BKc),
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where Auw,,, 18 the frequency deviation of the controlled oscillator due to
the interference, where feedback is present; Auw, is the same deviation in
the absence of feedback; B is the feedback gain,

1 But B = 1/K, and falls off with an increase in K, tending to zero when
K+ o,
The passage of modulated pulse processes through digital frequency dividers
wag treated in [3], An informational factor for the modulated pulse proceas
Ky = K/u was introduced in this paper to estimate the filtering of the modu-
lating function, where K is the division factor of the divider; u is the
pulse repetition factor, and it was demonstrated that when Ky 3 1, when one
or fewer pulses arrives over a modulation frequency period, there is suppres-
sion of the modulating function, and when Ky & 0.5, the modulating function
is transmitted practically without distortion., These conclusions are com-
pletely in agreement with Kotel'nikov's theorem,

The quantity 7] influences not only the selective properties, but also the
dynamics of the transient processes in a digital frequency synthesizer. In
this case, increasing t) leads to a prolongation of the settling time for
the oscillations and appearance of periodic frequency overshoots in the
period of retuning from one frequency to another, For this reason, it is
hardly possible to give any general recommendations for the selection of
digital frequency synthesizer parameters,

However, based on many years of practice in digital frequency synthesizer
design, we shall advance a few considerations which are in agreement with
the theoretical analysis developed here.

The basis of harmonic noise in a digital frequency synthesizer is to be
considered the comparison frequency voltage wecp and its harmonic, which are
fed to the input of the low pass filter from tﬂe phase detector. A high
degree of filtration of such interference can be assured by means of shift-
ing the frequency uQ to the left, in the direction of the lower frequencies,
and increasing the slope of the sides of the y(y) characteristic, i.e,:

Wep >>
P o 1. (24)

Ocp >> 1

When wp = const, conditions (24) are met by increasing t3. But increasing
11 washes out the spectrum close to the carrier by virtue of the action of
fluctuating interference, the reduction of the dynamic qualities and the
lowering of the short term frequency stability of the output signal of the
digital frequency synthesizer.,
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One frequently runs up against this contradiction in selecting aynthesizer
parametoers, Sometimes, the contradiction is successfully resolved by means
of using comb rejection filters, nonlinear Integrating filters and DPKD's
[variuble scalers] with a fractional division factor in digital frequency
gsynthesizerg, These units ave frequently used together,

The dipital frequency synthesizer = the exciter and local oscillator of the
"Reyd" radlo set, which was demonstrated at the "Svyaz'" ["Communications"]
Exhibition fn 1975, crn serve as an oxample here. A high level of filtra-
tion of wep 18 assured in it by means of a nonlinear integrating f£ilter

and a DRPD with a fractional division coefficient, while good dynamic pro-
perties are assured by means of introducing a supplemental AFC loop, Tests
have shown that in such a digital frequency synthesizer, the suppression of
Wep 18 more than 100 dB. The "wings" are located at a frequency of 30-50 Hz
ang are suppressed by 40-50 dB relative to the carrier level (200 mv).

In contrast to the FAPCh [phase locked loop, PLL] systems of radio receiving
devices, in which the carrier of the received signal is used as the reference
signal, and the primary noise source is Internal noise and antenna noise,
which act directly on the PLL input, the role f a reference signal in a
digital frequency synthesizer is played by the signal voltage of the internal
high stability crystal oscillator,

The master oscillator signal, present at the input of the phase detector,
has a high level (on the order of volts) and is characterized by a narrow
amplitude and phase spectrum (units or tens of Hertz at a level of 80-90 dB).

Under these conditions, the major source of fluctuating perturbations is to
be considered the low frequency natural and keying noise of the assemblies
which are included both in the compleme.t of ‘he Forward channel and in the
feedback loop. The following are to be included among them: the phase detec-
tor, direct curreat amplifers, drivers, frequency dividers, the controlled
oscillator, etc.

High spectral purity close to the carrier is achieved by means of optimum
utilization of the control system, i.e., by shifting wy to the right (in
the direction of the higher frequency) by means of lowering t3. It is
expedient to shift y by increasing Kg.

The trangfer function of a digital frequency synthesizer, when interference

acts on the controlled oscillator, follows directly from relationships 1),
(4) and (5)., 1f Wp(p) = 1 and (5) 1s used in (1) and (4), then we obtain

] A : P
Waoa (p) = A0 (p) P+ KaWs(p)' (25)
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Assuming that the interference is an harmonic of (7), and using a propor-
tional integrating filter (PI¥) with a transmission factor*, wa obtain

Lelphy
_ W@(p)= I+pt,'
{
where r=(Ri+ R)C are the time constants of the filter networks.
tgﬁRgc ,

Following some simple transformations, we reduce expression (25) to the
form

‘ - _ P(1+.Pf:)‘°l 26
Bedvan (P) = Bomn G T, (T Rl P F Kol @6

Integrating equation (26), we obtain the original of the function Atphon(p) .
The solution has two components:

The free component: wl | —a
Anont (f) = Aon d‘2a‘3b’ [b (d? — 2a?) (Sh al 5 ch d.t) -

- a(d‘—2b’)(chaf +1=2a a:)]e"F;
The forced component

. wi(l +m’ﬁ) in(of X
Ammuﬂ(‘)—Ammn1/m‘t'+(4az__2K°t’)m’+Kz, sn( +(P)

Here F=a?+ b + o] is the equivalent time constant, a =

= (1 + 13)/2 and b = a2 - 1) are coefficients; Ty = Kgatl and T2 =

= Kogty are the normalized time constants of the filter; and & = b/t is
the transient process frequency.

The free component decays with time, tending to zero. The amplitude of the
forced component does not depend on time, and being only a function of fre-
quency, can be treated as a model of the frequency characteristic of the
system, By introducing (11) and (12), we reduce it to the form:

Bomaly) _ 1 /PO
=250/ @n

Despite the fact that because of the finite attenuation in the RF range,
proportional integrating filters are practically not used in digital
frequency synthesizers, it was brought into consideration with the intent
that theresults obtained will be useful to specialists engaged in the
application of PLL's in other fields of engineering, The expressions ob-
tained below are also extended to the case of an integrating filter, for
which it 1s sufficient to set a = 0,5 in them,
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The shape of (27) in the function y differs substantially from the change
in the characteristic (13), Moving away from zero, (27) passas through
unity at a frequency corresponding to:

we)/E. o

thereafter, when y = 1, it reaches a level of:

B gy == 1 ‘g—ﬁ .

further, upon passing through the extremum, which occurs at Ymax»

s vt v

ygm,,=:_:(1 +)/ 1+:_7'). (29)

the characteristic slowly tends to unity.

In expressions (28) and (29), the quantity T = 1 + 2v; - 4a 18 the normal-
ized time constant of a system with a PIF, The selectivity characteristics
are depicted in Figure 3 for an integrating filter for three values of T1e
As follows from the derived expressions and the graphs, a digital frequency
j synthesizer, with the action of interference on the controlled oscillator,
: is characterized by poor selectivity, Compensation for the parasitic devi-
ation actually occurs in an extremely narrow range, 0 < w < wQVT1719 .
Outside the bounds of the frequency equal to w = wgvti/T3 s the parasitic
deviation is transmitted without attenuation, and regeneration even takes
place,

It follows from the results obtained that,
"\ in the first place, a digital frequency
\\\ synthesizer should either be powered from
10

! oy

batteries or from rectifiers supplied by

a high frequency current, and secondly,

,JZL::::: it is necessary to take structural design

T | and technological steps to avoild the action

of vibration and acoustic perturkations on

the controlled oscillator, as well as that

of the currents induced by the electromag-

netic fields in the conducting structural
Figure 3 components of the controlled oscillator,

| * Finally, an effort is to be made to increasa

the Q of the oscillatory system of the

i controlled oscillator and reduce its coupling to the active element and

the varicaps.
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We shall find the level of the parasitic deviation due to the action of
fluctuating interference on the controlled oseillator by determining the
noise bandwidth, The solution cannot be derived in finite form for this
problem, since the integral of the square of the absolute value of func=
tion (27) diverges,

To find a practically acceptable result, we write the square of the absolute
value of (27) thus:

1900 1 = by (¥) 2 (V)

where

?i
W = =TT |,
va(¥) =1 4wy

y1(y) and ya(y) are the first and second components of the system charac-
teristic,

The first is described by an equation similar to expression (13), and the
second is a parabola, By making use of the mean value theorem [4], which
states that for an integral of the product of two functions y;(y) and ya(y)
where y;(v) is a continuous function but does not change its sign in a range
of Yy = Y2s there is within this range at least one such number ¥y that:

L 2 Y,
= dv,
é'.y. W)=y (Y:)é:lla () dy, 30)

where

_nt
LY

" Assuming the range equal to the width of the noise bandwidth of the function
y1(Y), and having determined Ywls Yy and vy, gy, we integrate (30)., Since
the function yi(y) is similar to the éhnction 813), then by employing ex-
pressions (14), (15), (16), (21) and (23), we obtain:

an 4t
Yara =§',7-;(l/’ + g 1)

. Y AU R
\’m};“‘z-'/av l+al+n3

?2
)= T T
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By integrating (30) and substituting the limits v, , and y,,, taking (18)
! into account, we have! ,

Bty == ) g7 14 0+ ¥ b 3
i The absolute value of the noise bandwidth is:
Ma == Afg ,any (V) [ 1 (9] ¥ Yur Vo) -f;‘-].
where AE%‘7 is the 0.7 1-vel bandwidth of the function yj(y).

; The results obtained attest to the fact that when using digital frequency

’ synthesizers as systems for generating and stabilizing a set of high
stability signals, all steps which preclude the action of harmonic and
fluctuating perturbations directly on the contrcllad oscillator should be

i taken, Filtering outside the limits of the frequency w = wgVrx/T3; can be

i accomplished either by virtue of the selectivity of theoscillatory system

i of the controlled oscillater or by .he use of supplemental £ilters at the

! controlled oscillator ovutput (high Q automatically tunable filters of
supplemental PLL systems and other similar devices).
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PHOTOELECTRIC EFFECT

! UDC: 621,376.4

NOISE STABILITY OF DETECTION OF RELATIVE PHASE TELEGRAPHY SIGNALS IN OPTICAL
DATA TRANSMISSION LINES

Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 68~73
[Article by E, V. Borisov]

[Text] Relations are obtained for estimating the potential
noise stability of optical signals with modulation based on
intensity of subcarrier oscillations, which in turn are
modulated according to the relative phase telegraphy prin-
ciple, The author examines the influence of atmospheric
turbulence and reference generator frequency instability.
The author derives formulas for estimating mean probability
of error,

One method of transmatting intormation in the optical waveband is based on
utilizing discrete modulation of subcarrier oscillations, which in turn in-
tensity-modulate the optical carrier, In the literature individual problems
pertaining to utilization of such a method are examined., Ir particular, in
{1, 2, 3] the authors analyze the noise stability of signal detection with
discrete modulation of subcarrier oscillations by frequency FM~IM, phase
PM-IM and amplitude AM~IM,

In this article we shall examine the noise stability of detection of signals
with discrete modulation of subcarrier oscillations employing the relative
phase telegraphy method (RPT-IM). In addition to estimating the potential
noise stability of detection of such signals, we present below an analysis
of the influence of some of the most characteristic factors which diminish
reliability of information transmission, such as fluctuations in the in-
tensity of optical radiation in the atmosphere.

The photoelectron flux at the photodetector output in receiving RPT-IM signals
constitutes a transient Poisson flux with density n(t), The mathematical
expectation of density varies in conformity with the law_of intensity modula-
tion: ny(t)=ncb(t)+ny, where i is the hypothesis index; ng, -- mathematical
expectation of a flux of signal and background emissions; b(:? ~-- modulating
function.
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For the examined method of modulation the value of the transmitted symbol
18 determined by the sequence of two elements in interval (0, T) [4].

Corrosponding to the symbol "1" 1s modulating function

bif)=cos(i+q), 0<I<T,

- and to the symbol "0" , r
o cos(wf+-9) 0QI<5,
by ()= T
— cos (o -+ §), -ﬁ-<t<T.

where ¢ =~ in the general case the initial phase, which is not known during
detection; w -~ subcarrier oscillation frequency. In conformity with this,

in an interval of duration T in a binary channel with hypotheses Fl and g we lawe
flux densities to which their mathematical expectations correspond:

7y () = s [1 - ms cos (0t + §)),
[l 4+ macos (@t + @), 0< t<T.,

n)={ - P
[l —meos @ +9)l, 5<I<T,

where 7= (0,544 9= Me/Mm, My = TJ—""?F‘

m -~ modulation depth coefficient,

Coherent reception of RPT-IM signals. In the assumption that the phase of
the subcarrier oscillation signal is precisely known (henceforth we shall
assume ¢=0), coherent methods of receiving RPT-IM signals can be employed.

A structural diagram of a receiver for this care is shown in Figure 1, 1Its
noise stability, which for a binary channel is determined by the mean
probability of error in receiving an elementary sympol Pgy, can be calculated
as the probability of an event that in receiving a signal corresponding to
hypothesis ], relation x)1>%pp will not be fulfilled. We shall determine

quantity Pqy for a binary channel and equality of a priori data on hypotheses
My and lp.

“ X

Figure 1,
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With our assumption on Poisson transient flux statistics, the mathematical
expectation and variance of random quantities at the integrator outputs will
- be determined by the following Formulas:

r___ T
M= [RWb O, of = MECLELE

- . )
mw=-5n.«>bo(r)dt. A EOLACES
0 .

Distribution of random quantities X11s Xpp» due to the central limit theorem,
is close to normal, while the random quantities themselves are uncorrelated
[5]. Considering that quantity T is fairly large (in comparison with the
subcarrier oscillation period), it is not difficult to obtain accurate .solu-
tions to the above integrals:

mu=£'%’-7-‘-? * My =0; 0121.=030==0‘=n—§7-:.

In conformity with the above-selected mean probability of error criterion, its
value can be determined From the expression

P = ? p(x“)]: P (%o0) dXptdyy

or taking into account assumptions on the character of distributions X331 and

X00
o Zig—mael w0 Ln

Ik i 0% 1 ~for
Poy 7= —— ————— .
“ X‘V%U EV%oe oty
—c0 0

The latter relation can be transformed to the form

1 T - my,
rem gz s

e @
where ' '

7=

v

- erfc () = 2 ‘S‘ e~ "dt.
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ot § 20NN
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O w 0 m 0 &7
Figure 2 Figure 4,

Considering equality [6] to be correct,

e .S. e~ ety + Bty =erte( L),

the value of integral (2) can be determined precisely:

| My V'-::'i'
Pm =—§-erfc (—5—17_2—\). ) (3) .

The obtained formula reflects the potential noise stability of reception of
RPT-IM signals with coherent reception. Figure 2 contains a graphic il-
lustration of relation (3).

In practice there are a number of factors which decrease the noise stability
of coherent reception. One of them is the random nature of signal phase ¢.
Therefore in a number of instances it is advisable to transition to recep-
tion methods which are insensitive to phase instability.

Noncoherent reception of RPT-IM signals., Figure 3 contains a structural
diagram of the receiver. Its noise stability can be calculated as the
probability of the event that in receiving a signal corresponding to
hypothesis ], relation €)>gg will not be fulfilled.

Just as in the preceding case, it is easy to determine mathematical expecta-
tion and variance of quantities X7, X109, X1, XpQ at the integrator outputs:

hﬁxe=ndggr ' ’"m=="ﬁu=="ki=’o'

2 — g2 L
0} =0} =0} =0"= "3
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Distribution parameters of quantities X11s %10, %01» Xgp unambiguously
define the distribution parameters nf output quantities e, and ey, which
have Rayleigh distribution [7] with the following densities:

plo) = ghesn (L), (),

p(%)--?;exp(—%).

where Ip(z) == zero-order Bessel function,

The probability of error in conformity vith the above assumptions can be
determined from the expression

Pm-=§p(e‘) { o (ea) degtey. . )
L)
After substituting (4) in (5) and integrating [8], we finally obtain
=3
Pra= - exp (— ——"’:”")- ®

Formulas (3) and (6) enable us to estimate the potential noise stability of
reception of RPT-IM signals with coherent and noncoherent methods of recep-
tion respectively. TFigure 4 contains graphs of relationship of mean probabili-
ty of error, calculated on the basis of formula (6).

Noise stability decreases when signals are transmitted through u turbulent
medium, The effect of fluctuations in amplitude of optical radiation will
be substantial for noncoherent reception. Determination of mean probabili-
ty of error in this case reduces to calculation of the averaged value of

expression (6)

Pog= { Poup (V) do, M
d
t 2
where p(v)==[2ﬂ030']-? exp[__(m_"%‘zﬂj_] -- normal density of dis-
0

2
Oy

tribution of the logarithm of relative amplitude of radiation v
variance of amplitude logarithm (g,<0.8).

Considering that expression (6) can be presented in the form
neTmd
Pm=-%'exp _____Q_l_ ’
32(0.5+ 7)
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formula (7) can be transformed

P«.nl -exp — T mi? (0) do,
75 ( 3——r—2(°'5+‘q;r PO ®)

We shall note that when Pm,<10"3 (this corresponds to practical instances),
relation q<<l is fulfilled, which makes it possible further to utilize a
simplified expression for Pqgy!

m%Jexp(-—w*)p(om. ®

vhere aHEchZ /16.

Then, proceeding to a new integration variable

Inv -0}
="V, '

formula (9) can be presented in the form

P~=51‘,—_,;Sexp(—-mp[2a.o/?z—a.>1—zadz. o

We shall note that function e"zz decreases rapidly when z2»2,3, This makes
it possible with a sufficient degree of accuracy to limit oneself to the
first three terms when expanding an exponential function in a subintegral
expression into a power series., With these assumptions relation (10) can
be rewritten: :

ﬁa=5-,‘—,,=,'_:ap[—k—m—(l+ -#"25)#]&. an

where k=aexp(2a§), n=2V72a,.
Allowing that [8] .

.S exp(—-p'x':l:qx)nup({;?)yb_f-.

we shall reduce expression (11) to final form and obtain a mean probability
of error with noncoherent reception of RPT-IM signals under conditions of
fluctuations of intensity of cptical radiation
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; o reiele) w

where
"'”l/"*"r"

, Analysis of the obtained relation indicates that the degree of decrease in

f noise stability increases both with an increase in the level of turbulence

; (growth of oy) and with an increase in intensity of radiation., Formula
(12) makes it possible to perform corresponding engineer estimates.

One moré factor diminishing tiie noise stability of reception of RPT-IM
signals is the instability of the frequency of the reference generators
relative to the frequency of the subcarrier oscillations of the signal

i radiation, We shall estimate this influence for an arrangement with non=-
coherent reception.

Let us assume that the frequencies of these fluctuations are not great and
are characterized by relative deviation Aw/w<<l, Then the values of the
mathematical expectations of random quantities at the integrator outputs
in the diagram in Figure 3 will be equal to:

mtsT sine  ° AumT 1
2 "a ' M= _":al' Moy = Moy =0,
where a=sAwT. :

We shall note that the values of variances of these quantities will remain
practically unchanged. Then the conditional probability of error can be
obtained in the form

i ’ 2
: P sin g 1
u=-§-exp -—a J'
a
Pl

where Q== "’Tm; .
35—

With fluctuations of a according to the normal law with parameters 0, o),
the averaged error value can be determined from the relation

v; i%.::Ei;;}g exp -afféégfg)-xﬂ dx.

Expanding'function sin x by powers x taking into account the smallness of
the arguement and integrating, we finally obtain a formula for determining
' ’ mean probability of error with noncoherent reception of RPT-IM signals and
reference generator frequency instability
67
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1 — P (0t == 0)
P--?-ﬁ- la aaa .
N -% .

Utilizing the last formula, demands on stability of reference generators
can be determined on the basis of allowable deterioration of noise stability.

Thus the analysis we have performed makes it possible to calculate mean
probability of error in receiving RPT-IM signals and to estimate the in-
fluence of fluctuations in intensity of radiation and frequency of sub-

J | carrier oscillation on the reliability of transmission of binary information.
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PHOTOELECTRIC EFFECT

Unc: 621,391,519,25
EVALUATION OF THE QUALITY OF DETECTION OF A WEAK OPTICAL SIGNAL
Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 61~-67
[Article by P, S. Akimov, A. N, Kubasov, and A, V. Minacheva)

[Text] This article examines a method and results of cal-
culation of the performance characteristics of a weak optical
signal detector operating according to the Neumann-Pearson
criterion by observation sequence. The article presents
detection characteristics with nonparametric (rank) process-
ing.

Problems of detecting signals in the optical band have been less elaborated
than in the radio-frequency band. For example, several articles have dealt
with the characteristics of quality of optical signal detection, in which
the authors examine particular instances of noise and signal distributions
of a number of photoelectrons at the output of a photoenergy detzctor [1].
Some results are presented in monographs [2, 3]. Problems of evaluating the
interference resistance of optical signal detectors are most fully examined
in monograph [4]. But it too presents characteristics for an extremely
limited number of cases., In addition, these characteristics are incorrect
for small values of probability of spurious detection (10‘3-10'13), since
the normal approximation employed by the author of [4] for statistical dis-
tribution is highly approximate.

In this article we shall examine the method and results of calculation of *
the performance characteristics of a weak optical signal detector for the
more general case of noise and signal distributions, operating according to
the Neumann-Pearson criterion in count sequence, We shall also examine
detection characteristics with nonparametric (rank) processing,

We shall examine an energy detector based on a photoelectron count. When a
weak signal is being received, the detector output signal is characterized
by distribution of probabilities P(k, T) of appearance of a fixed number of
photoelectrons k during observation interval T.

Solution of the problem of evaluation of quality of detection requires
knowledge of statistical distributions of the phofoelectron flux at the
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photodetector output when affected by noise and superposition of signal
and noise. One observes inthe optical band a diversity of types of dis-
tributions of the number of photoelectrons, depending on the type and
properties of the signal, noise and reflecting surface, We include below
a brief summary of the principal, most typical types of distributions of
photoel ctrons emitted by a signal Po(k, T), noise Pp(k, T), and a mix-
ture of signal with noise Py (k, T) [4], as well as explanations of the
conditions of applicability :? these laws.

Coherent Signal on a Background of Gaussian Noise

i
Putes Ty =S exp— 50, u)

(TAw, —14-H) S
Pyt T = " hp, =R (IS, F72%

@

Slow noire fluctuations TAw, &I

8) Tlo,—o,|1 &1,
» . s .
AT Sy °"p{" L +8, }"k["s.’(x-;-s..)’ ] @
6 Tio,—o, D1,

' st \ S (14S)
P=+n<k.n=(—l—m;.—exp(—89§;‘,-[%;—“l. ®

Pyt )=

Rapid noise fluctuations TAw, >1

8) Tlo,—o, L1,

P T)m e exp{———-s-;—]l.’“r"[— S ] 6)
e+t 1 S o I+5)™ L S0+S))
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6) 7o, —o>,,|>>1

i | Pc+n(k' ﬂaw—-————)-;mnexp(— 8;) X

(TAwg— 1+ k—ml [ Sel+S,) 1
X ('TAm,,—l)l(k-m)lml[ S ] : (F)

Noncoherent Signal on Background of Gaussian Noise
s\ . :
O l+S'> TFS 0
i Slow noise fluctuations TAo, &1

8 Tlo,—o, L],
1 S+8 -
Foate D)= l+S'+sT(l+m7)'
6 Tio,.—o,| D1,

(e 1 =M S04
m""”’= 5, TFSHAFS) T2 =50+

®

©

Rapid noise fluctuations TAo, 1"

8) Tio,—a, &5 .
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(l+S.)“"-“ (14 Sa+ 89" 7
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0
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6) Tl"’a'—“’nl»l'

L l |
Foralb D= rsyr®e Trsg™ *

xF(—k; TAwy; —k _gi%ll'-t_ss',f))") ‘ k..(ll)J

In formulas (1)-(11) F(.) is a hypergeometric series; L[*] are Laguerre
polynomials; S' == average number of photoelectrons during observation in-
terval T; dw -- signal (noise) frequency band; TAw -- number of degrees of
signal (noise) freedom; S=S'/TAw.

.

The problem of detecting a coherent signal can arise, for example, when a
laser in single-frequency mode is utilized as an emitting device, In this
case distribution of photoelectrons emitted by such a signal at the
detector output is governed by Poisson's law (1). A Poisson distribution
is also characteristic of a weak signal of any coherence for which S.' is
small. We shall note that in the detection problem a constant-amplitude
signal in the radio-freyuency region is an analog to an optical coherent
Signalt

The problem of detection of a noncoherent signal arises in the case of em~
ploying as a gsource a laser operating in multiple mode, The amplitude of
such a source is distributed according to the normal law, while distribution
of the number of photoelectrons at detector output is described by the Bose-
Einstein law [7]. In addition, this law can describe coherent laser radia-
tion after passage of an inhomogeneous turbulent atmosphere, as well as a
coherent signal reflected from an optically rough surface, A signal with
Gaussian distribution of amplitudes is an analog of a noncoherent optical
signal in the radio-frequency region.

Poisson and Bose-Einstein distributions are extreme cases of negative-binomial
distribution (2) (taking into account corresponding index "c¢" or "m") when

TAw>>1 and TAw=l respectively.

During the effect of external interference, statistics of photoelectrons are
described by negative-binomial distribution (2), For rapidly-fluctuating
noise (that is, when TAw>>1), distribution (2) transitions to Poisson (1).
Thermal radiation of heated bodies, the Sun, Moon, and stars is a source of
rapidly-fluctuating noise. With slow noise field fluctuations (TAw<<1)
distribution (2) transitions o (/). The source of such noise is thermal
radiation, sky radiation, reflection from an optically "rough" surface, and
scattering of sunlight by the atmosphere.

Distribution of photoelectrons caused by internal interference is deseribed
by the Poisson law [1].
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The result of the effect of superposition of signal and noise on a detector
18 described by more complex laws of distribution Pgin(k, T) of photo-
electrons and 1s determined in substantial measure by the degree of spacing
of central frequencies of signal wy and noise wy.

If the-signal and noise frequencies are spaced in such a manner that
T|wg=ug |>>1, distribution is described by a convolution of partial distribu-
tions, that is,

» .
Py t,T) =‘E°Pe 4 TVP, (=1, T).

1

For example, superposition of a coherent signal and slowly fluctuating noise
gives a photoelectron distribution described by expression (4), With in-
fluence of superposition of a noncoherent signal and rapidly fluctuating
noise radiation, distribution is described by expression (11), which is a
convolution of (7) and (2),

Photoelectron distributions under condition Tluws=um|<<l (3), (5), (8), (9)
were obtained on the basis of quantum analysis [4].

Since the problem of evaluating quality of detection under condition
T|oc—wz| 1 1s partially solved in [1, 4] ete, we shall focus prin-

cipal attention on the case  T|ag—un| <1,

A plausibility ratio, which is written as follows with independent observa-
tions, is usually utilized as basis of optimal processing algorithms:

[ Pesa b
a=]T B, (12)

[

where P(ky) -~ probability of obtaining ki photoelectrons in i observation.

Analysis of the plausibility ratio for the case of detection of a coherent
signal in Poisson noise indicates that the optimal algorithm boils down to
accumulation of values k; for n observations and comparison of the accumulated
value with threshold C.

In the general case, however, the photoelectron accumulator proves nonoptimal.
One can easily see this if one substitutes in (12) Jistributions which cor-
respond, for example, to detection of a coherent signal on the background

of rapidly fluctuating noise (2) and (5), or distributions corresponding to
detection of a noncoherent signal on the background of rapidly fluctuating
noise (7) and (10). When TAwy=1 (5) and (10) transition to superposition
distributions of the corresponding signal and slowly fluctuating noise (3)
and (8) .
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Since realization of algorithms of optimal processing involves consider-
able difficulties and proves to be different for different conditions of
detection, it 18 of interest to examine the characteristics of the energy
detector usually employed in practice and utilizing as determining
statistics accumulated sum of readings

n
(L]

Utilizing the edifice of the generating function, one can show that dis-
tributions.of determining statistics K corresponding to (2), (5) and (10),
are equal to

P, (K)=

(nTAmn—l+lO'( S, )"( 1 )'m". (13)

The, —DTK \TE5;) \IF,
S n
Pt = (|+s.,)“"“°=°""{ l+811‘m'_l[

nS;

(Sa S
Pﬂ-ﬂ K= ( +Su)"'““'"(l +S + SQK-HI x

Z [n (TAGy— 1) — 1 + m)l[n 4 K — a5

7 (Tho,— 1) — l]lml(u-—l)l[K--m |

Specifying probability of spurious detections o and utilizing expressions for
Pn(K) and Po4n(K), we can calculate the values of detection threshold C and
probability of detection D in conformity with the Neumann-Pearson criterion
from relations

agch,qo, D=!§cpm . | “6),

Employing this method, with utilization of expressions (13, (14) and (15),
we calculated detection characteristics with the aid of a computer --
dependences of detection probability D on the” signal/noise ratio

a=101g Sc'/Sy’ for various values 3 So, TAon. Figure 1 con-

tains photoelectron accumulator detection characteristic curves for coherent
(solid 1lines) and noncoherent (dashed lines) TAwg=1, 5, 100, ¢=10~7

and Sy'=4, n=10. The path of the curves is in general of a traditional

nature and does not differ from classic curves of characteristics for the
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radio-frequency region, with the exception of the fact that there Is a
dependence of probability D not only on the signal/noise ratio but also

on the value Sy', which characterizes noise energy. The curves of
characteristics for a noncoherent signal (dashed line) are somewhat flatter
than the coherent signal curves (solid lines), due to greater dispersion of
distribution of the noncoherent signal. At a level D=0,5 characteristics
for noncoherent and coherent signals coincide.

D D . ) =
09 i / /‘f‘ :// 09 /; 7 o 09, 7 .
.05 nusooll ¥ / ! 0 7:50/;'490/’ ! / ) o TawFi00 mysy /0 _

! 4 i " Y / v

| Jros el s O oot
1) $0°4 =10\ Sp=4 ’ n=eGiop
a1 2274 = A t - 0' / / / ‘ a o z !
6, 202 6 ad 6 202 6 adb 6 <4 2 0 af5
Figure 1, Figure 2. Figure 3.

Figure 2 contains examples of photoelectron accumulator detection character-
istics for a nencoherent signal when TIQF_T@P|§>1 [5] (dashed

lines) and  T|we—on| <1 (solid 1lines) TAwy=l, 100, n=10, S,'=4, A

comparative analysis of the curves indicates their full agreement during
signal detection in Poisson noise @Awn=100) and a slight difference in
Gaussian noise when TAwn=1 (Bose~Einstein distribution).

A characteristic feature of the problem of detecting a signal in the optical
band is the fact that detection is performed under conditions of a priori
uncertainty in a case where there is a lack of informa*ion on signal and
noise statistics and there is a strong dependence of corresponding dis-
tributions on various factors (atmospheric turbulence, weather conditions,
time of day, year, etc), precise consideration of which is impossible. 1In
addition, actual statistical distributions may differ from the theoretical
models examined above. Under these conditions the quality of detection may
differ substantially from the calculated figure,

Employment of nonparametric processing [6] should be considered promising
as a means of combatting a priori uncertainty. Nonparametric detection is
characterized by the property of invariance of probability of spurious
detection in relation to the type and parameters of noise distribution.

At the same time such detectors are insignificantly inferior in detection
probability to optimal detectors, and with a change in type of distribution,

as a rule they are superior to the latter, which lose their optimalness
thereby.

In [5] the authors examine a nonparametric procedure of optical signal
detection. To solve the problem of detection in any channel (resolution
element) they employ rank values ri(i=1,n), that is, the number of
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instances of exceeding photoelectron counts x4 in this channel relative to
noise sample count yys:(j=l,m} in m adjacent independent resolution channels
(time, angle, velocity) for n periods of observation. The test statistics
are based on the sum of ranks

n L. . lp X >yll ,
R.= = h -— " ] - = ‘ ! !
2-11 " 2_1:- g : .(x. yuh B(x—pu) [0' £ < gy ( 7)

and for reaching a decision are tested for threshold C. Detection threshold
C 13 selected taking into account statistics distribution function Pq(Rgl)
in the presence of noise alone which, due to nonparametricity, is independent
of the noise characteristics

lzkz]
i ‘m4l .
1 n\fa4t—jm41)—1
PSK)=rrv Y (= 1)
(_Sl) (m+1)"z,, ﬁ_o( 1)(1)( n—1 )' 19

where [+] is a whole part, and (§) is a number of combinations from a with b,
From relation Pu(R<C)=l—a and (18) we calculate threshold C,

To determine detection probability D for the obtained threshold, we utilize
a normal approximation of statistics distribution (correct when

_nb+n;22m n>=4) for superposition of signal and noise, that is,
D=1_o(———c';M). o (9
where ®(+) —- thlace interval; M and 02 -- mathematical expectation and
statistic dispersion,
Parameters M and o are determined from relations [7]:
M =mnp, o==mn[p—mp*4 (m—1)q),

. . 2
P=P>y=(GOdF®, q=[GOdF®,

where G(t), F(:.) are functions of noise distribution and a mixture of signal
and noise respectively.

Utilizing in place of G(t) and F(t) discrete distribution P(k) and P,4n(k)
and replacing in (20) integration by addition, one can calculate parameters
M and o and further, with (19), probability D.

In Figure 3 the solid lines are coherent signal detection characteristic curves
for various values of TAwp,while the dashed lines are photoelectron accumulator
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charncteristics, Flgure 4 contains curves of noncoherent signal detection
with n rank detector (solld lines) and accumulator (dashed line).

i

ag B’%é\ 03, Se4 o —=
/ feinass 2%’ i i P Py
T btk W ) i W Taws 100
Figure 4, Figure 5, TFigure 6.

Figure 5 contains gain relations in threshold signal / noise ratio B of an
accumulator in comparison with rank detector from n. In the case of a
noncoherent signal (dashed lines), the magnitude of ranked detector losses
in comparison with the accumulator is greater by 2 db than with a coherent
signal (solid lines). Figure 6 shows dependencies of gain on number of
degrees of freedom of noise TAwn, while the dashed lines show the relatilons

of gain for the case T|0c—wu| > 1, obtained in [5].

Due to a priori uncertainty relative to distributions of noise and the mix-
ture of signal with noise, and the transient nature of the conditions of
detection, in designing optical systems one must substantially overestimate
system power. Employment of nonparametric (rank) processing guarantees a
constancy of level of false alarms independent of noise and consequently
eliminates the necassity of overestimating the threshold level to the
detriment of probability of detection, to which one must resort with
traditional processing. Thus the slight loss of a rank detector to the
traditional detector is compensated for by the property invariance of the
rank statistic, whereby such a large power "safety factor'" is not needed.
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PULSN PRCINIQUE

UDC 621,372,8524621,377,22
THE CASCADE CONNECTION OF SURFACE ACOUSTIC WAVE FILTERS
Kiev IZVESTIYA VUZ RADIOELEKTRONIKA in Russian Vol 22 No 1, 1979 pp 105-107
[Article by V.I. Valov, manuscript received 21 Nov 77]

[Text] It is well known that Rayleigh surface acoustic waves (PAV)* have

no dispersion, and for this reason, one (or two) transducers with a variable
step are employed to obtain the dispersion characteristic of a matched filter
(SF) for a linear FM signal using PAV's, The amount of the dispersion delay
does not depend on the frequency and is determined only by the length of the
transducers and the parameters of the piezoelectric crystal, on the surface
of which these transducers are applied [1]. With the finite dimensions of
the piezoelectric crystals existing at the present time, the delay time in a
single channel line does not exceed 100 usec [2]. An increase in the maxi-
mum delay in a PAV matched filter can be achieved, for example, by the cas-
cade (series) connection of the sections (of the filters), Each section has
a pulse response width of Ty = T/N and a bandwidth of Afj = Af (T and Af
are the requisite pulse response width and bandwidth of the matched filter
on the whole respectively). There are no breaks in the resulting dispersion
characteristic of the cascaded system. The requisite transfer function of
the matched filter on the whole, Kgg (juw) should coincide with the result-
ing transfer function Kp (Jw) of the cascaded sections:

Kp 10y = Ky (f) Ky (j0). . . Kpy (100} = [K, U)]N,

These requirements are met if the transfer functions of each section have a
rectangular envelope in the passband Af, while the phase-frequency responses
are in the form of second order parabolas. The transfer functions of the
actual sections do not satisfy these requirements.

In fact, according to optimal signal processing theory [3], the overall
amplitude-frequency response (AChKh) of a matched filter for a linear

*
We will speak only of Rayleigh PAV's in the following,
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/
. ¢ signal with a width T and a bandwidth/Af is determined by the follow-
ing expression: !

+ ‘ !

1 K op U | o= B(TET)’ (1C (x0) ok C Lxg? 418 (xy) + S Lry)]?) . (6))

while its phase-frequency response is determined by:

O (y=w) S(x)+S(x
Paop 0= B0 T — o e TR - o @)

x £ :

[
where B is a normalizing factor, C(x)-S:os-'-;—y!dy, S(x)ahgsln-; ydy-
are Fresnel integrals: F .

o VEE(-258) nm VI (4552), o

wg is the instantaneous angular frequency; wg is the average angular fre-
quency [sic, typographical error in original]; Auw = 2nAf is the frequency
deviation; tg is the delay constant.

A The Fresnel integrals are quasi-oscillating ones, and for this reason, the
transfer function of a matched filter for a linear FM signal containes pulsa-
tions, the number of periods and the amplitude of which depend on the com=-
pression factor D = TAf,

Substituting T1 = T/N in (1), (2) and (3), instead of T, we obtain the
following expressions for the transfer functions of a single section,
|%; Qw) |, ¢k, (@) and a cascaded system |Rp ) |, dpp):

L L (4)
T, \? 2
1K, o) 1= 5(2—;}-) {IC (x) 4 C (e + (S () + S ()}
- )8 S S
@y (@) = L"'m,ﬂl- T, —arctg 3 g)) I ((x:)) —ty, )
Y ,
1, \ T T
1K, (o) | = B(-n‘r) {IC (=) + C (=) + [S () + S (=)} (6)
- )2
q"(m)-%wl—ﬂarctg%}—mﬂu )

Expressions (1), (2) and (4), (5) show that as a result of the difference
in the compression factors of N times, the Fresnel pulsations of the
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requisite transfer function of the matched filter on the whole and the
Fresnelpulsations of the transfer Functiton for one section have a different
form (the number of pulsations and their amplitude), and the amplitude=
frequency response of a single section falls of f more slowly at the bound=
arles of the passband than the requisite amplitude~frequency response of the
matched filter as a whole, It can be seen from a comparison of expressions
(4), (5) and (6), (7) that the amplitude of the Fresnel pulsations in the
resulting transfer function of the cascaded system increases over their

= amplitude in the transfer of a gingle section, and does so more significantly
the greater the number of gections, N, while the number of pulsations remains
unchanged, It is apparent that the bandwidth of the cascaded sy tem is re-
duced as compared to the bandwidth of a single section, Thus, in a strict
analysis, the resulting transfer function of the cascaded system does uot
coineide with the requisite transfer function of the matched filter as a

vhole.
K KGjw)l KKlje)
4 4 1

o |

AN
10 ko] g 10 AR 10
iif’\:;7 { TN\ ‘\\}\!

J % Z
I\ |2
0 / 3 04 1o-tyl 0 0 Je)-63]0 ! 02 W -,/
oy Y 82,03 WEGH T 0t azg '“(’b‘;‘-ﬁ)‘! 4 Co "
/A’(/%/ ¢
' Figure 1. Normalized amplitude-frequency charac-
& A teristics:
{0
\W; a. A(t) = 1; 4
¢ be A(t) =1 - (2t/T - D
, EANY co A(t) =1 - |2¢e/T - 1]
"y 02,05 W B d. A(E) = 1 - 2¢/T - 1)6;

1. One VShP;
2, Two VShP's (one section);
3. Five sections.

An increase in the Fresnel pulsations in the matched filter transfer function
leads to a rise in the level of the side lobes of the compressed signal at the
output of this filter [4]. The amplitude of the Fresnel pulsations in the
resulting transfer function of the cascaded system can be reduced while main-
taining the structures of the TAV sections identical by using sections, the
pulse characteristics of which have smooth envelopes, For example, this can

= be achieved by varying the overlap of the electrodes of one (or both) of the
opposing pin transducers (VShP) of each secti n,
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The normalized amplitude~frequency characteristics of one nonecuidistant
VShP, one section with two nonequidistant VShP's and a cascaded system
consisting of five identical sections were computed for various laws
governing the envelopes A(t) of the pulse response uging the method of

§ analysis [5], for the case of AfT = 20, AfT = 40 and AfT = 200 respec-
tively, using the formula:

1
1K (o)) _ wwwv+wamvr
1K Gwg) | [C (wg)[F - [Cy ()] *

where

N N
At Alt
Ci() = E :(— )" —;-i cos o, C, (0) = V (— I)" --(f-'g- sin o,
[T » u-é b

n=0,1, 2, «esy N = 2£gT is the number of electrodes of the nonequidistant
VShP; t; is the delay interval between the first and subsequent electrodes;
fn is the frequency of the VShP at the readout point t.

Graphs of the normalized amplifude—frequency characteristics for various
laws governing the envelope A(t) of the pulse response are shcwn in Figure 1.
These graphs show that amplitude~frequency characteristics having a large
amplitude of the Fresnel pulsations correspond to a pulse response with a
rectangular envelope., The use of pulse responses with smoothly changing
envelopes permits a significant reduction in the amplitude of the amplitude-
frequency characteristic pulsations, especially at the edges of the passband,
and the bandwidth of a cascaded system is reduced in this case,

Thus, the cascade connection of N identical sections (filters) with a pulse
response width of T/N and a bandwidth of Af in the general case is not a
matched filter for the processing of a linear FM signal of width T and
bandwidth Af. However, this is not a substantial drawback where it is neces-
sary to obtain a compressed signal, the sidelobe level of which is less than
13 dB [4]. The maximum effectiveness of sidelobe level reduction will occur
when using the smallest possible number of sections, which have the greatest
possible compression factor D, for the corresponding shape of the pulse re-
sponse envelope of the identical sections.
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PULSE TECHNIQUE

UDC: 621,396
OPTIMIZATION OF PARAMETERS OF A MULTICHANNEL PULSE SIGNAL SCAN DEVICE
- Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 80-82
[Article by Ye. A. Sherstnev]

[Text] There arises in various pulse radio systems the need to determine the
location of a short pulse signal in a fairly long signal scan time interval,
With periodic signal repetition and the occurrence of various kinds of

radio interference this task as a rule is accomplished by accumulating data

on the signal and interference during a certain number of repetition periods.
Digital methods and devices for signal processing and accumulating the re-
quired informatien are the most promising to achieve this goal (1, 2, et alj.
These devices perform amplitude binary quantization of the gsignal-noise
mixture by comparing it with a certain threshold Ug and formation at points
where the threshold is exceeded of pulses which are standardized in amplitude
and duration, fed to the scanning device., Of course there arises thereby the
problem of optimizing quantity Up, which is resolved taking into account con-
crete device operation algorithms, such as [3, 4], 1In addition, in digital
devices the entire time interval Ty of possible positions of the sought signal
breaks down (is quantized in time) into a finite number N of individual
regions, with an accuracy to the duration of which AT=Ty/N and the position of
the signa: is determined during scan. In this instance signal scan reduces

to the well-known problem of isolating onme signal channel from N channels,
among which the r:maining N-1 channels contain only noise, There exist a num~
ber of technical solutions to this problem, The simplest are scanning

devices with one storage circuit, which is connected to one of N channels,

and if on the basis of the results of accumulation of a number of binary-
quantized pulses appearing in this channel during accumulation the decision

is made that thare is no signal in this channel, the storage circuit

switches to the next channel, etc, until a signal detection decision is made.
With high noise levels, however, the speed of such a device may prove to be
unacceptably small, In order to increase speed one must employ more complex
systems with several storage circuits, as many as N storage units operating
simultaneously.

We evaluate below the influence of the magnitude of amplitude threshold of

quantization Uy and the duration of individual time segments At on the speed

of a digital device for parallel signal scanning in all N regions with the

aid of N storage devices during reception of a periodic signal mixed with - pe
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noise hhd random pulse interference (RPI)., On the basis of this evaluation
we obtained recommendations on optimal selection of parameters for such a
gscanning device.

We shall characterize the speed of operation of this scanning device with

the number M signal repetition periods, which must be isolated for storing
in the storage circuits information sufficient to indicate the signal channel
(region AT in which it is located) with a specified probability of correct
decision P, For certainty we shall also assume that in each k storage cir-
cuit a number is stored which is equal to the number of periods of signal
repetition in which in k segment of interval T, threshold Uy was exceeded

at least once by a mixture of signal and noise. Since in the signal segment

‘there is present a sum of signal and noise, while in all other N-1 segments

there is only noise, the probability of at least one time exceeding of
threshold Up in a segment with signal pg is always greater than probability

‘pp that the same threshold will be exceeded by noise alone in any of N-1

nonsignal segments., Then the probability of correct completion of scanning,
that is, the probability that after M periods of storage the greatest
number will be contained in the signal segment storage circuit is equal to

M Cof= o N~i
P= N 1ChuPL (1 —p)HY Z%P.'.(l—l’..)“"] .

=] j=0

The given expression unambiguously links scanning device characteristics P

and M with its parameters (AT, N, Uj) and the signal and noise parameters,

which enter the expression for pg and pn. With independent action of noise
and RPI exceeding threshold Uy, we have:

P,== Py + Pp—PuPpy
p" = pm-l-pp —-PMPP.

Here p =1—exp(—5Rp/N) -- probability that at least one RPI pulse will fall in
time segment AT=6T; Rp -~ awrage mumber of RPI pulses in interval Tp; t -- signal
pulse duration; pgs and p,s —- probabilities that threshold Up will be ex~
ceeded at least once in segment AT by a mixture of signal and noise and by
noise alone respectively,

‘; ﬂﬂv. -
=N

[ T I

N

Figure 1.
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Assuming that when the signal-from-noise filtration system band agrees
with signal duration the noise output values taken in intervals exceeding
- signal pulse duration T slowly varying, for 6>1 we can assume [5] that:

Pam = (1= p ) (1 —p, )™,

Pl =(1=p ),

where pgy and p,; =-- probabilities that threshold Uy will be exceeded by a
signal-noise mixture and by noise alone respectively in time interval AT=t.
As we know from the literature [6, 7], probabilities that the threshold will
be exceeded in a finite time interval can be written as functions of the
duration of this time interval and of the probabilities that a given thresh-
hold will be exceeded "at the point," calculated from univariate distribu-
tions of instantaneous values of a signal-noise mixture and noise alone. If
we utilize the first approximations of these functions, obtained from the
combined distribution of instantaneous values of a random process at a cer-
tain point and its derivative at the same point, and if we consider that
this approximation is correct only in the correlation interval of the given
process, which in this case may be placed close to 0.5 t, then according

to [6, 7] one can write:

Py -p-+(l =P {1 —exp (-e-O.STRn)l.
Dy = P+ (1 —0,) [1 —exp (—OFR 1.

Here, according to [8], Rn = [x:exp(—0.5%%)}/x ~- mean number of noise

spikes per second, exceeding relative threshold x3=Ugc (0.8 ¢ -- effective
noise value at amplitude binary quantizer input), and
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P™ S rly (ra) exp = 0,5 (r3 +- a¥)] dr,
: 1,

' Pro ™= &XP (— 051,
where a -- signal/noise ratio; Ig(r) =-- first-type zero-order Bessel function
of imaginary argument,

The noted expressions make it possible to obtain qualitative relationships
between scanning device characteristics, its parameters, signal and noise
levels. Examples of these relationships, obtained with the aid of computer
and tables [9] for a signal/noise ratio of a=3.5 and correct detection
probability P=0,99 are contained in figures 1-5. Figure 1, for example,
shows the relationships between spurious scan probability 1-P, scanning
duration and the relative amplitude quantizatién threshold for the case of
absence of RPI and N=2000, obtained with utilization of probabilities of
surpassing "at the point" (pgp and ppg). It is evident from the path of the
curves that for each prior-specified value of probability of correct com-
pletion of scan P there exists an optimal value of relative threshold X0»
which minimizes the duration of scan in the number of signal repetition
periods M. This conclusion also remains valid when 821 and Rp>0.

Figure 2 contains a family of dependences on threshold xg of the minimum
number of repetition periods M requisite for ensuring the specified probabili-
ty of correct detection with differing relative duration of analyzed segments
and in the absence of RPI, TFigure 4 1llustrates relationship M with varying
RPI for the case §=4, Figure 5 shows the relationship between the smallest
storage period numbers taken in the curve minima of figures 2-4 on the
relative duration of the analyzed segments,

., |

2 "./'&Fy D

20 ) /,/ 7
Y A

10 =%

077 % 6 ¢

Figure 5.

Thus the above expressions make it possible to determine in each concrete
case the requisite minimum storage time (expressed in number of signal
repetition periods) and the corresponding optimal relative quantization
threshold value.

The following conclusions can be drawn on the basis of the above.
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There exists for any RPI value and relative duration of analyzed segments
8 an optimal relative quantization threshold value x%g, minimizing storage
time with a specified probability of correct detection. With an increase
in the relative duration of analyzed segments the optimal quantization
threshold value increases somewhat, while it decreases with an increase in
RPT tntenslty, In view of this fact, with a specified signal/noise ratio
and a sufficlently broad range of variation in RPI value and duration of
analyzed segments, one can recommend establishing a "compromise"
quantization threshold with a slight worsening of scanning device
characteristics.

A decrease in the relative duration of analyzed segments § at the same time
leads to an increase in both accuracy and signal scan rate, The influence of
§ thereby on the minimally requisite storage time proves to be more sub-
stantial with the existence of RPI than with noise alone. It follows from
this that in order to obtain precise and rapid signal scanning systems one
should reduce the relative duration of analyzed segments to §=1, although
this also results in increased complexity of the scanning device by in-
creasing the number of required storage circuits.
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PULSE TECHNIQUES

UDC: 621,391,1:621.394.512

RECEPTION NOISE RESISTANCE IN A SYSTEM WITH QAM AND COMPLEX SIGNALS UNDER
PULSE INTERFERENCE CONDITIONS ' ‘

Kiev IVUZ RADIOELEKTRONIKA in Russian No 4, Apr 79 pp 87-90
[Article by G. Grigor'yev]

[Text] One of the possible ways to comnstruct modems for data transmission at
a rate of 9600 bit/s by tone frequency channels is employment of quadrature
amplitude double-sideband two-level modulation (QaM),

As we know [1, 2]}, up to 20% of errors in transmitting data by wire channels
are due to the influence of pulse interference. In transmission systems
with a high rate of transmission and reduced protection against interference,
the influence of pulse interference increases, since the quantity of low-
amplitude noise is considerably greater than the quantity of high-amplitude
noise. Elimination of errors during transmission by coding involves loss

of transmission speed.

Employment of complex signals of increased duration makes it possible to
reduce the influence of pulse interference on reliability of information
transmission. As is shown in [3], a signal with linear frequency modulation
(LFM) is optimal under conditions of pulse interference.

In view of the optimal nature of QAM, it is of interest to evaluate the
influence of pulse interference on reliability of information transmission
during utilization of signals with LFM as information carriers.

Construction of such a system is possible, for example, with the method
described in [4]. In conformity with [4], conventional QAM signals are
stretched during transmission by a first dispersion delay line (DDL), During
reception the stretched signals are compressed by a second DDL, at the out-
put of which the normal QAM signals are again obtained.

Figure 1 contains an aggregate of signals for a system with QAM, In Figure 1
the ends of the signal vectors are marked with dots, while the dashed lines in-
dicate the boundaries of the correct reception zones. The coordinate

axes also constitute boundaries of the correct reception zones.

90
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP382-00850R000100070023-8

FOR OFFICTAL USI ONLY

o Pows 236
.‘..“,, :
‘ —5
1y -
o i o3 ‘ . N
VN, N _n_-_z_ =3 10
R f -
N I PR -
ECEE R 15
‘ I [ ] ' L] : -
r-—— s e e e N
2
[ ] ’ . T e = [ ] ’-'-20
Figure 1. Figure 2. Figure 3.

It is easy to demonstrate that the probability of error for such a system
can be determined with the formula .

N
1 . 1
Pan=r 3} Poam - U
© ned

where Py, , -— probability of incorrect signal registering, deslgnated by
subscript n in Figure 1; N=4,

In determining probability of error we shall assume that signals are fed to
the receiver resolver input from the DDL output. We shall assume that
transmission factor Kﬂ(jm) of this DDL is equal to

Kg (jw) = exp [jkat]. @

Assuming that the interference spectrum at the DDL input has a modulus Sp
independent of frequency and a zero phase, we shall find interference

spectrum S(jw) at delay line output

SyU@)= S, exp [ewd],  with __;-gmg—’;—. ®
The interference time function s (t) will be determined by a Fourier -

transform from (3). Utilizing the methodology from [5], we obtain

Sl —t V— exp[-—i(“ -—f-)] with |¢|< 2nk/T. o
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Expreassion (4) enables us to conclude that interference at the DDL output
can be viewed as an LFM signal with modulus

M, S, 2V 7k, ®

Possible deviations of the modulus value from the value determined by (5)
do not exceed 34% with a small signal base and 17% with a large base,

We shall determine coefficient k by difference At of DDL group delay time
at the frequency range boundaries

AT
Ll Tl ©®

Substituting (6) in (5), we obtain the mean interference modulus value at
DDL output in relation to its length At

. M= SV ETT. _ ™

We shall compare the obtained interference signal with the interference signal
at the DDL input s'n(t)., It is obvious that

. s, S . '
Wl)=—F— ‘(8)

Expression (8) can be approximated by a rectangle of duration T and height
M'4=Sn/T.

Taking (7) into consideration, we shall determine the interference modulus
attenuation factor ®; of the dispersion delay line

@, = M, IMy =V B3IT, o

It is obvious that ®p21, while when ®3=1 the duration of interference is
equal to ~T=1/Af.

A decrease in the interference amplitude in the DDL changes by the increase
in duration of interference to quantity At, that is, each interference pulse
will act on L transmitted signals of the number Ly, where

~

L A‘/Tn'v . . (10)
Lym /T . . an

while

In (10) T is a value inverse to modulation rate B, while in (11) quantity
tg determines the mean value of the interval between two pulse interferences.
Taking into consideration (10) and (11), we determine Py, ,

Pogn = PegnlLILy = P Atity, 12
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where Py == conditional probability of fallure of a single n alphabet
element when affected by a single pulse interference.

We shall determine quantity Pogn 1n conformity with the method in (6],
assuming that receptlon {s performed by the single sample method,

As an {llustration we shall find Ppgy. Figure 2 shows the following:

a) ulgnal vector U,a=3V30,, y where U; =- single relatlve amplitude;

b) interference vector of length M, and phase ¢. It is obvious that

faflure will always occur when Mp is greater than quantity Ma{¢), Probahili-
ty Pgtin will be determined by formula

¢, »
Paa= {0 @) | 0oy doan, (13)
L Mplo)
We shall assume interference phase distribution w(¢) uniform:
wg)= 127,  with —nloQmn (14
We take interference amplitude distribution w(M,) from 7]:
@ (M) = 20M33 M2+, (15)

where Mpg -- lower boundary of determination region of distribution wiMy),
equal to 50 mV at tone frequency channel point with a measuring level equal
to +4.34 db; a ~- coe.ficient characterizing communications channel quality
as regards pulge interference. 1<agi

From triangle ABC, utilizing the law of sines, we find

M, (¢) = Ugfsing. (16)

We shall perform a calculation for a channel of average quality (u=2), Sub-
stituting (14), (15), and (16) in (13) and integrating by M, within the in-
dicated limits and by ¢ in limits from O to 3n/2,we obtain

Pogy wm Ay (M gfU ) where A3=0.362.
By analogous calculations we obtain
Py = Ay (MU, 1))
where A1=0,727; A,=A4=0.555.

Substituting (17) in (12) and (12) in (1), and considering that interference
attenuates @ times in the DDL. we find Py,

Abt (18)
4,230}

Py
h 4
WHere o mUyMyy Am 2.4_-2.2.
ne=i 93
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For practlcal application it is convenient to establish dependencde Pgy on
delay line length At and mean statistical effective voltage of a random

vequence of gignals from a specifled aggregate Ugp. Substituting (9) in
(18) and considering that T=1/Af, while

Uep = VBUs, , we obtain
13,7
Py = At At (19

where z=Ugp/Mqp (during transmission of signals with a mean power of 32 micro-
watts at a point with zero tone-frequency channel measurement level, z com-
prises ~13 db),

The graphic dependence of Py, on z with a logarithmic scale is represented
with varfous At by parallel straight lines with a slope factor of -1,588
times/db (=1 order of magnitude for every 5 db).

In selecting a delay line with specified Pyy and z, it is more convenient

to utilize a nomogram (Figure 3), which also makes it possible to find Py
with certain At and z, etc, in conformity with (19). The nomogram is con-
structed for tp=0.625 s and Af=3100 Hz, The viiue of any of the indicated
variables s read on the corresponding scale at the point of intersection

of this scale with a straight line which intersects the other scales at points
determined by the specified values of the two other variables.

Utilizing the nomogram, it is easy to see that an increase in reliability of
transmission by two orders of magnitude is secured with utilization of a
DDL with At=30 ms, and that an equal increase in rellability can be achieved
by raising the signal level by 10 db. A nomogram can also be employed to
determine allowable decrease in signal level when the effect of pulse
interference increases substantially.

In addition, by employing a nomogram one can establish that an increase in
reliability by three orders of magnitude requires a very substantial increase
in length of the DDL (to 300m, s), which evidently is not always feasible.

As a result of our investigations we have demonstrated that employment of
complex signals as carriers in a wire channel information transmission sys-
tem with QAM makes it possible substantially to increase reliability of
transmission; in developing and utilizing such systems an evaluation of the
effect of pulse interference can be easily performed with the aid of nomo-
grams with parallel scales.
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RADAR

UDC 621.371.(211.6)

DISTINGUISHING AGE CATEGORIES OF SEA ICE IN RADAR AND RADIOTHERMAL OBSER-
VATIONS IN THE MICROWAVE BAND

Moscow RADIOTEKHNIKA in Russian No 4, Apr 79 pp 31-35
[Article by A. Ye. Basharinov (deceased) and A, A. Kurskaya)

[Text] Numerous experimental studies on radioprobing of sea ice of various
ages [Ref. 1-10] have shown changes in the intensity of radiation and
scattering of radio waves, which has enabled remote evaluations of the
condition of ice fields. Successful work has been done on using pulsed

SHF waves to determine the thickness of ice [Ref. 6]. In this paper ex-
perimental materials on radiothermal emission and scattering of radio waves
in ice covers are compared with the data of model calculations, and it is
shown how structural changes influence the radiative indices of ice covers.
Development of models for sea ice with strong and moderate absorption and
porous structures enables description of the peculiarities of the radiative
indices of young ice, ice with low salinity and pack ice. The analysis
shows the possibilities of remote differentiation of age gradations of ice.

Sea ice is a complex system that contains crystals of fresh-water ice and
cells of brine. The growth process of young sea ice is accompanied by dis-
placement of brine from capillaries and a reduction in the amount of liquid
phase due to freezing out.

The salinity of the ice depends on the salinity of the water and the con-
ditions of ice formation. Correlations have been found between the salinity
of the surface layer and the thickness of the ice, varying from 20 bo (for
thin ice up to 5-10 cm) to 3-5%¢ (for ice 1-1.8 m thick). The relative
amount of liquid phase W{ is related to the salinity of the ice:

W, =S¥, : )]

where Y(T) ==, Sg(T) is the temperature—dependent salinity of the brine.

Sg (T)’

Infrared research data show that the temperature of the upper layer of ice
differs from the air temperature; this difference decreases with an increase
in the thickness of the ice.
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The permittivity of specimens of sea ice consisting ol crystals of [resh-water
ice and brine 18 a function of the volumetric moisture content, and 18 ap-
proximated by the llnear expression

=4+ W (2 — 1), (2)

where cyg and vy are the permittivities of fresh-water lce and water. A
change In the welight content of brine during growth of the ice causes con-
siderable changes in the loss tangent in ice specimens, which has been
experimentally confirmed [Ref. 5, 10].

The absorption of radio waves in young sea ice in the centimeter wave band .,

18 characterized by values of 100-500 dB/m (the thickness of the skin layer

being a few centimeters). The moisture content in ice with low salinity under

similar temperature conditions is noticeably lower than that in ycung seca ice.
z In virtue of this, the dielectric properties of ice with low salinity lie in

a narrow range of values. The conditions of thawing during the warm season

are conducive to creation of a porous structure of the upper layer of pack lce,

Let us examine typical electrodynamic models of ice covers:
saline sea ice with a thin skin layer;
ice covers with moderate absorption, modeled by multilayer structures;
pack ice of porous structure.
A schematic representation Qf processes of reflec-

tion and scattering in the investigated models 1is
shown in Fig., 1. The theoretical expressions that

a relate the indices of the state and the radiative
properties of ice covers can be compared with the
observed experimental relations.

b For young sea ice with a thin skin layer the rela-

tions for emissivity as a function of the per-
nittivity of the upper layer of ice under conditions
of the Fresnel approximation for vertical and hori-
zontal polarizations take the forwm

N\ 7/ "v(o)-——l—-[' c1089 — Y — sl § ]’. (3)

tjcost 4 y ¢f—=sin’ 0

\J/4 - * it R v .
. o x(f)=1— [ Co80=y s 8 P2 (4)
g cos0 + ¢ —sin’
Fig. 1

where 8 1s the angle of observation, €4 is the
permittivity of the upper layer of ice.

Surface roughness has a comparatively weak effect on the formation cf the
radiation flux, and in the first approximation can be disregarded. Relations
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For emissivity as a functlion of thickness are calculated with consideration
of (1)=-(4) and data on the surface temperature of ice of different thick-
nesyed. A comparison of calculated and experimental data on the emissivity
of young seu ice on the Kara Seca and the Laptev Sea obtained during the
spring in 1976 and 1977 can be seen in Fig. 2 and 3 for directions of vertical
obgervation (0=0)., As we can see, in observations on wavelengths of 0.8 and

Lx p L'.
. - A=l8em tx-p°c
38 ey
A=32em t=-10%
s (1) e pacvem.
‘ (1) = pacvem. (2) « ancnepumerm,
4 / (2) » awcnepursenm,
1 L 1 L L : . ﬂ'ﬂ N ) : s 1 ) 2
0 L & 0 tLem 4 80 a 0 len
- Fig. 2 Fig. 3

KEY: 1l--calculated
2-~experimental

3.2 cm the experimental data agree well with the calculations. The slope of

the curve k = f(l) remains nearly constant for ice thickness up to 70 cm; it

declines noticeably at 70-150 cm. Data of microwave radiometric observations
- permit differentiation of 6-8 gradations of young ice up to 1.5 m thick.

The scattering properties of young sea ice as a rough surface are character-
fzed by the backscattering pattern. For small-scale roughness with cylindri-
cal surface relief the relations for the coefficient of backscattering take

the form
_ 4 -1
= B0 0|t fOG), - ()
- i PR 3 (¢ —1)(e)—sin* 8 4 ns!n'O)
oy = ] cost o] L= sl use ) B (©)

where ®(xp) is the spectral density of surface unevennesses at values of

ko =2k sin 0; op is the effective value of the height of irregularities.
Relations (5) and (6) can be used for comparison with experimental date.

As shown by radar measurements made on a wavelength of about 2 cm by Parashar
et al. [Ref. 7], when ice is up to 50-70 cm thick one observes a reduction

in the coefficient of backscattering as ice thickness increases, which is
caused by a reduction in the dielectric constant of the upper layer of ice

in agreement with calculated data.

When the ice is more than 60 cm thick, the observed increase in the coef-
ficient of backscattering is due to the influence of unevenness of the ice
surface. The table summarizes the comparison of calculated 40c and experi-
mental Ao, indices of the change in the coefficient of backscattering for
thin ice (the angles of observation were 20-30°).
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L, cm | Aog, dB | Aug, dB

10-20 | 1.5-2.5 2,5-3
20-40 | 0.5-1.5 0.5-1
40-60 | 0.5-1 0.5-1

The range of distinguishable states of ice is extended by measuring the
values of the coefficient of backscattering in the centimeter and decimeter
bands, which enables remote evaluations of 5-6 age gradations of young ice.

The peculiarities of the radiative and scattering properties of ice covers
with moderate absorption are determined by the influence of reflections from
the lower edge and inhomogeneities in the intermediate layers of ice. Ice

in this class 1s modeled by multilayer structures. For a two-layer isothermal
model the dependence of the emissivity of ice on thickness (in the case of
observation with a narrow field of view) is characterized by interference
oscillations as the ice thickness changes:

1y (1) e (=0 (1= ™) NG
L RRe™™ + v RiRye ™" cos |2kt cos Y + 9, + 4]
where Ry, ¢, Ry, ¢, are the moduli and phases of the coefficients of re-
flection from the upper and lower edges of the ice; )= YAZ is the integral

absorption of radio waves in an ice layer of thickness I; ¥y is the linear
coefficient of absorption.

Analysis of experimental data on radiothermal

L/ emission during ice growth in the Kara Sea in

- T I 1965 (Fig. 4) with the use of a two-layer model

240¢ (7) enabled evaluation of the permittivity and
i / coefficient of absorption of radio waves in the

200 ice layer. For the example shown in Fig. 4,

-3, =30cm they were €4 x4, v =x10 dB/m respectively on a

b I-2g=60cr wavelength of 50 cm. The influence of inter-
”ﬂ" 4 f Ly ference effects also shows up in obeervations

) 8 165 lem of intensity dependences of scattering of sea

ice in the decimeter band.
Fig. 4

In observations of radiothermal emission of ice
with a field of view of finite dimensions, the interference oscillations are
"washed out" and the dependence of emission intensity on thickness becomes
monotonic: . Ca

= | £ e
To= (1= R)[(1 = R) Tie™ + (T (W1, (e f ak], @
. v

where Ty 1s the temperature on the water-ice interface; T(h) is the vertical
profile of temperature distribution through the ice thickness.

Observations of radiothermal emission for Baltic Sea ice up to 90 cm thick
have demonstrated a monotonic relation betw2en emission intensity on decimeter
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waves and ice thickness [Ref. 4]. Such relations for lce with moderate
absorption permit radiometric evaluation of the thickness of ice covers.

. Hrad, cm

- 10

|
L
0 . g , ,
‘ . 7] 1) ==« morodod med
* ‘ e piOLOMEMA UL AES
! % )? amcnepurrenm.
120 b
_ , 46}
/ S : :0."” . - + o
100 CUC T T ' :
Fig. 5 Fig. 6

KEY: 1l--young ice
2--0ld ice
3--cxperiment

Fig. 5, comparing the values of radiometric estimates of the thickness of

fresh-water ice at the mouth of the Ob' with thicknesses found by pulse

probing, demonstrates the feasibility of distinguishing 6-8 gradations of
- ice thickness with low salinity up to a thickness of 1.5 m.

Pack ice has a porous structure that is formed during the summer thaw of the
upper layer of ice. The degree of porosity of pack ice may reach several
dozen percent. Air bubbles and structural inhomogeneities cause scattering
of radio waves, which has an effect on the indices of radiothermal emission
and backscattering of radio waves.

The emissivity and coefficient of backscattering of an ice layer are de-
termined with consideration of internal scattering:

n=(1—R)(1—p) (9 o =0n+em (10)

where p) =Z0y4 is the index of volumetric scattering of inhomogeneities;
o)i{ 1s the scattering cross section of the i-th inhomogeneity; gg) is the
component of surface scattering; oy, is the component of volumetric scattering.

The spectral dependence of the index of volumetric scattering is determined
by the ratio of the dimensions of inhomogeneities and wavelength, and is
weakly selective in nature. For actual dimensions of inhomogeneities there
is an increase in the coefficient of scattering and a reduction of emissivity
as the wavelength decreases [Ref. 3, 9].
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| The calculated and experimental values of the gpectrum of emlsslvity of

S old (pack) and young sea ice are shown in Fig, 6. The experimental data

were obtalned by analyzing the results of observations on board the Kosmoy=243
spacecraft and the U. S. Convair-990 flying laboratory.

The spectral indices of scattering intensity enable use of radiometric and
radar methods for distinguishing young ice and pack ice and for evaluating
the degree of porosity of the structure of ice cover.

Conclusions, The radiation models of ice covers that have been developed
provide a quantitative description of the governing principles in avallable
experimental data.

The results characterize the effectiveness of the remote method of determining
the state of sea-water and fresh-water ice by means of passive and active
probing in the microwave band, which can be used on artifictal satellites

and aircraft.
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RADAR

UDC 621.369.967:621,391.82

OPTIMUM EVALUATION OF THE PARAMETERS OF TRAJECTORLES OF A GROUP OF MOVING
OBJECTS

Moscow RADIOTEKHNIKA in Russian No 4, Apr 79 pp 74-76
[Article by V. V. Mkrtumov]

[Text] To suppress signals reflected from meteorological elements and nearby
objects, circular-scan radars use methods based on the high degree of corre-
lation of these signals from one scan to the next. Realization of such
methods requires high precision in measuring the coordinates of the inter-
ference and the rate of its displacement. Moreover, 90% of the volume of
instrument expenditures go for the main memory unit. To increase the
effectiveness of interference suppression and reduce equipment expenditures,
one can utilize the property of interference to move in space at a velocity
that is the same for a group of several objects.

The signals at the input of the processing device are the coordinates of
pips that arrive in certain time intervals equal to the period of rotation
of the antenna with errors determined by the radar accuracy characteristics.

Considering that the displacement of meteorological interferences takes
place as a rule under the action of wind with some constant velocity, the
trajectories of the paths can be approximated with a small error by a poly-
nomial of first degree. Since the measurement errors for three coordinates
are independent, it is sufficient to find the solution for a single coordi-
nate. The solutions for other coordinates are analogous. We represent the
signals in the form

Y (Al) = agy + ayt, ¥V (Ast) = agy + 2, (£)se e, Y (Amt) = apym + ayt, (1)

where agy is the initial position of the object; a; is the velocity of dis-
placement of the objects, which 1s the same for all paths. The reallzation
for a fixed sample space is the set of coordinates

Yiy=ag+aity+ &1 - V)

where the ;4 are independent random quantities distributed according to a
normal law; 1 is the number of the path of the object; j is the scan number.
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o get an algorithm for evaluating the parameters apgi and aj, we use the
method of maximum likelihood. The likelihood function is written as

1 ) 22
L_(Yurnr_unu- YmalAdiAs ooy Am) = mﬁ exp {—- bru ‘Zl IZ EIQ/}- 3
=] fmsl
where 02 1ig the standard deviation of the random yuantity.

By differentiating (3) with respect to the components agj and a] and setting
the results equal to zero, we get a system of equations that can be solved to
pet an estimate of the parameters afj and a¥. Since the scan perlod is
constant, instead of aj we can get a more convenient quantity -- the increment
of a coordinate during the scan u* =a¥Ty, where Tg is the period of rotation
of the antenna. With Ty constant for each scan

n
2 & b/ —3=3n MIAIQIBGn
J=1 — = Jn ' o= 0 -
oy = =2 2 Ery e e P w=T1 Y
teal J=1 izl j=ml .
The estimate of the coordinate of the i-th path smoothed for the last scan

. n m =a

0 1 6)—3—3n

S =7 an +2 2 “ma(ni—=T1) Jih
= =1 )=l .

and the value of its coordinate extrapolated on the n+i-th scan

n m n

-1 6)—3—3n

“;ul'TZyU"'Z 2 mn(n—1) Ji*
=1 i=1 /=1

The standard deviation of measurement errors for the quantities u, a,, a,,

in evaluation by these rules is equal to,
,2;,L___L__.
a™ “ya(nt—I)m’
n
N (a4 1) m + 6/ —3—3n]" + (m — 1)(6] — 3~3a)"
2 2 /=1

San ﬂ’ n’ (n + l)Iml H

m
Nila—1)m + 6/ —3—3n]" + (m — 1) (8] —3—3n)*

9 9 =1
%as = % n*(n + 1)'m? . .
where 02 is the standard deviation of the error of measurement of the y coor-

dinate.
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Shown in"Fig. 1 are relations for the normed value of the rms deviation
°:1=°u/°y (curve 1) and ofy=0g5/0y (curve 2) as a function of the number of
paths in”evaluation of the parameters of the paths on two scans (n=12). As
can be seen from the curves, even for n=2 high accuracy can be obtalned

in evaluating the parameters of trajectories by processing a group of paths.

The memory volume required for storing information on the velocity Lncrement
1s reduced by a factor of m. The memory volume required for storing infor-
mation on the position of an object on n scans remains large. This volume
1s reduced by using the method of sequential smoothing of the parameters

of the trajectory.

The essence of the method of sequential (iterative) smoothing consists in
the fact that the smoothed value of the i-th estimate in the succeeding j-th
scan is determined from preceding values obtained in the (] - 1)-th scan, and
the results of observations in the (j - 1)-th scan. TIn evaluating cach
parameter, only two numbers are used -~ the preceding estimate and the
result of the k-th observation.

A technique described in Ref. 1 was used to get a recurrent algorithm for
estimating the parameters of the trajectories. Algorithms of parameter
evaluation for groups of objects turn out to be the same as for an isolated
object: . .
Upp = Upy, nF a[ykn *akna]; ”;n - a:'ms +o [.an "‘“;nal-

is the coefficient of smoothing of the estimate of

3(n—1
the increment of the coordinate of the objects; “"FTﬁréifﬁ%fEZT'

6
vhere § n{n —2)m 4 3k

|
-—— 1s

the coefficient of smoothing of the estimate of the position of the objects;
ah,=-ahn_“4-v;nis the extrapolated value of the y coordinate for path k as

calculated on the n-th scan after evaluating the velocity increment from the
preceding (k — 1)~th path.

Shown in Fig. 2 are the coefficients of smoothing o and 8 as functions of
the number of paths m for evaluating the parameters of trajectories from
two scans. It is clear from the graph that as m increases, a falls to 0.5,
and B approaches zero. Moreover, the graph shows that it is possible to
estimate the value of the extrapolation point of a path with high accuracy
even on the second scan.

Conclusions. 1. Accounting for the mutual correlation of the velocity of
displacement of objects enables improvement of the accuracy of measuring
the parameters of the trajectories of the objects and reduces the memory
volume for storing information on the velocity of their displacement.

2. The memory volume needed for storing information about the position of
objects is reduced by the method of sequential smoothing.
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3. 1In principle it is possible to evaluate the position of an extrapolation
point as early as on the second scan.

REFERENCE
1. S. Z. Kuz'min, "Tsifrovaya obrabotka radiolokatsionnoy informatsii'
[Digital Processing of Radar Information], Moscow, Sovetskoye radio,
1974,
'COPYRIGHT: "Radiotekhnika, 1979

6610
Cso: 1870

106
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000100070023-8

FOR OFFICIAL USE ONLY

SIGNAL PROCESSING

3 UDC 621.396.96:621.391.26

A UNIFIED REPRESENTATION OF THE ORTHOGONAL MATRICES USED IN DIGITAL SIGNAL
) PROCESSING

Moscow RADIOTEKHNIKA I BELEKTRONTKA in Russian Vol 24 No 1, 1979 pp 66-71
{Article by L.P. Yaroslavskiy, manuscript received 26 Dec 77)

[Text] A representation is given for the matrices of
the orthogonal transforms used in digital signal pro-
cessing in the form of sums of Kronecker matrices, where
this representation is convenient for the design of fast
transform algorithms using the tools of matrix algebra,

Signal transforms with orthogonal matrices are widely employed in the digf-
tal processing of signals, and especially, images: the Haar transform, Walsgh-
Hadamar transforms, discrete Fourier transform, transforms using Wilenkin-
Krestenson functions (VKF), the modified Hadamar transform, the hybrid
Hadamar-Haar transform, and others [1 - 2]. All of these transfor.s are
remarkable in that the matrices corresponding to them can be represented in
the form of a product lightly filled matrices, because of which there exist
go-called transform algorithms (the fast Fourier transform, fast Hadamar
transform, fast Haar transform, and others)., This is evidence of the deep
kinship of these transforms. To further develop the family of such trane-
forms, it would be desirable to ascertain the roots of this relationship: to
formulate a unified representation for all of these matrices,

As 18 well known, the existence of fast Walsh-Hadamar transform algorithms,
and in general, those using VKF's is based on the fact that the corresponding
matrices are Kronecker matrices, i.e., they take the form of the direct
(Kronecker) product of certain elementary matrices [2 - 4], It was demon-
atrated in [5] how by means of a specified generalization of the concept of
the Kronecker product of matrices, fast algorithms can be designed for both
Kronecker matrices and for such a non-Kronecker matrix as the discrete Fourier
transform matrix., This paper analyzes how by means of representing transform
matrices in the form of sums of Kronecker matrices, one can obtain a unified
description for all of the transforms enumerated above and a unified method
of deriving the fast algorithms of these transforms,
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We shall introduce the following clementary matrices:

(3]s (]

Gy'=[1 0]; Gy'=[01]; Gy'=[1 1); Gym=[1 —1);
(1) 107, 01y, , 11 ‘
“""[01]'_" 10]' b [li-i

. 1 0 .
di= [0 exp(ZnV:ﬁ(UZ') ]

and the symbols

0, im0

6.’{. *

@) ‘ 1, i%*0;
M[n] is the n-th Kronecker degree of the matrix; Nip is the Kronecker product

of several matrices, Then the matrices of the following transforms:

Haar HARyn, Walsh~Hadamar HAD,M, Walsh-Pali PALy?, Walsh WAL,®, the modified
Hadamar transform MHAD,0, the mixed Hadamar-Haar transform HDHR 5), discrete
Fourier transform FOURyn, and the VKF transforms Gon can be represented in
the form of Kronecker products or the sums of Kronecker products of these
elementary matrices, as shown in Table 1, Also shown in the last four rows
of this table is how such matrices as a binary inversion permutation matrix
Mzn » the transposition matrix from a Gray code to a direct binary code
M;g/np, transition matrices from a Haar transform to a Pali transform zap

and from a modified Hadamar transform to a discrete Fourier transform (DPF)

Mgg F can be represented in the form of the sums of Kronecker products,

Such a representation creates a convenient basis for the comparison of all
of the tranaforms with each other. Thus, by comparing the HARgn and the

MHADyn matrices, it is easy to note that they differ in the inverted order
of the repetition of the GZ' Gg and I2 matrices in each term*, the MHADn

matrix differs from the HADyp matrix in that it is not built on Hp, but
rather Iy, etc. Moreover, this representation makes it possible to set up

*We will note that matrices of the V2 and G2 type can change places in the
Kronecker product., Changing the order of the repetition of V3 type matrices
in their Kronecker product yields the corresponding transposition of the rows
of the resulting matrix, while changing the order of repetition of type G2
matrices 1in their Kronecker product yields a double inversion of the
columns,
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a factorized representation of the matrices, which 18 the basis for fast
transform algorithms, by means of simple matrix algebra operations, employ-
ing the well-known properties of a direct sum and direct (Kronecker) product
of the matrices and the following four theorems, the proof of which we shall
leave out because of their simplicity,

Theorem 1, 1If the matrix M can be broken down into two submatrices with
a horizontal line, each of which 1s the product of a certain two matrices:

@
Mt:[_ﬂ_l_'(-:) 'M"" ]
TR
Then o
‘ ' ®
VAT
L X}

where P 1is the symbol for the direct sum of the matrices.

Theorem 2, 1If the matrix M can be broken down into two submatrices with
a horizontal line, each of which is the direct (Kronecker) product of a
particular matrix-row by a particular matrix:

G xmty
G XA ] '

Then

X,

g ppth
M=[M, 0M,,] [W

where x 13 the symbol for the Kronecker product of the matrices; Igy I

are unit matrices of dimensfons 8 x 8 and q x q resp .cively. 1

Theorem 3, The Kronecker matrix
M= xn®
can be represented in the form of the product of two lightly filled matrices*:

M= (M XL) (IXM3).

*
This theorem for square matrices was formulated and proved in [3].
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M,.. x G ] [c‘ ) MY ][1 % a:]
v.- X G

G’ x Mpa JL I, % G} '

e SARRERRD

Representation in Terms of Elementary Matrices
Ipeacranncuns veped SNeMenNTADEMO MATPHOAM

ﬂpeoﬁpaaonnnna
Xaapa (X)

peoGpa3zonanite
%’}t’mmn Apasapa

TipeoGpaaosanue
Yoama = INoxu,

o-nm

I'lpeoﬁpaaounnc
Yoama (YII)

Monndmnnponnnoo
pasoBanne
Anampa (MIIA)

TpooGpazosanne
Amna ’[aa Xaapa

00’ Dpe-
m%‘é;;unep@ypw

n !_-_-_1 3‘
C HARg = AN (3T oyl Haar
2 =0 Transform
X s 01 x i gpyn-n  (KhP)
[n-l) (nad) WBlbh-
HAD,»=2———X'(V') X G X
- Transform

X Vah % 63 X (hgtt-11)5 -‘- (hy)t™) (U-AP)

5
PALys = 1 X‘(v ')"“"x[V;‘x (2 5 PALyt-1) X 0.] %

Hul:h-«?ali Transform

n
WALy = ‘Zcm"‘"l X Vi (h)t1 x
=d

qush
-, )) ] 1 o Tranaforn(UP)
%x\27 WAL/ xG2] %X(C
n {1
1 ! (n-1),, Modified
MHAD o = e § ' 2 2 (V3* X G %
H N 3 I’ ‘ ( 1) l‘) H& dm .
=0 3 Transform
X [Vat X G % (Tyt-1)™ QEA)
N=r l-l
mmn‘;,{ ! 22 T '(h,)l'lx(v.-)"‘""’x Hadamar-~
- Haar —K'I\LL
% (V3 x (1l x G2 x (Gt~ m“fm(.A )
= ) Discrete
FOUR,n o= 2"_n.:u""' Z(v,c X GH" )X poyrter
Transforn
i 3& (DPF)

X [v,! X GP% (z ! M"'roua,«-l (vl]pe,,,
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TABLE 1 [continued]:

06o0mennoe upe- -
ofpasopause
(npeoGpasonante
no BKR®)

1 IpboGpasonantte
Q) nepecTanosKit 1o
xsondqitoft wunepena

' TpeoGpasonanite
nepecTanoBKIt M3
xonta Ppcn b npasoft

FOR OFFICIAL USE ONLY

Genei;éi}.mt;rranéf o

O i ('l
07) = (FOUR,n) (VKF Transform)

'"P
- 3
e =0 (v X MY G (0 1T
[T
n N
M;g'"PaZ(Vﬂ"‘"l X(GAMIR [V % G % (It lm;g'_';vi"

fm0 .
Gray code to direct code transposition transform

“Transfornm
pcoGpazosanne

Representation in Terms of Elementary Matrices
fipencrannciing Yepes DALMEHTAPHMC MATPHUN

(2) TpeoGpazosanio

‘ :eg,e:o% or XIl |

Ilpeobpasonanno

(3) :eﬁeﬁ&m or MIA

n
MRP o § (1 -t -Vt Gt M T X
0
=1 &
Xy 3 n/m".,]
$-1

n P
M :‘P"“Z(v.') -t (Gyn) [ HIx [VgiX Ga'x2 * X
o

ing

-1 5
% M:«&-PMHAD!;'E:J,,,‘ ‘

Key: 1. Binary inversion transposition transform;
2, Transition transform from a Haar transform to a Walsh-Pali
transform;
3. Transition transform from a modified Hadamar transform to a
discrete Pourier transform.
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regentation
Factored %ﬁ TOPRIOBANNOS HPEACTABNGRNS

TABLE 2
B Transform
fipeoSpasopanxe
TpeoGpasopaitite

(1)  Xaapa (11X)

NpeoGpasosantio
(2) p}"!gm‘;n Anasapa
(V- Al)

peoGpasosanne
(3) eoml;xaa -)ns:m

(v-nn

(6 TR S

Mopudnuuposanitoo
(5) npeobpa3opante
Apasapa (MI1A)

TIpeot; aaoannno
(6) Rmnl:;rn—)\nnpa

) n:}f‘i%ﬂﬁﬁn‘é’é;m

OGoGmennoe npe-

®) ‘éﬁ’.’%%%";‘i?fmo

K

T % Gy
{ pHAR gt ™8 .
AR = g Do | o[[‘."‘ f ]m’"“m]

n-i

HAD =.2.n_, H (U yneget X By X 1)

AL =k T (Tt X '——-a-,-"xa‘| )
‘nﬂl-z-'v’- s 'w-l-l l"x 3
{ n=g , qu‘: R
WALy zn.‘_o(-ﬂ-ﬁ-"‘([uu.x- )

y Ii+ Uy !""" X G
ol | T ((l R Ug') "“ ,n-l (’,n-l T X G

n—-1

MHAD o = .Z..-voﬂ'“‘ I trtx 19 @ 1 n i)

r-=1

HDHR(Y = 1 (10 X DR IT (1ot X X Fypers
{0

. ""(: ax [[ o w)e! )

n-1

FOUR o= 2__5:'"' II U gt X LIy ® npd,,.l) %

. ?( (,"\-]-‘ X hadX "‘)

r=i

cni= ‘1;[‘(1,,_1_‘ % FOUR o X I.0)

Key: 1. Haar transform (TKh);
2. Walsh-Hadamar transform (U-AP);
3. Walsh-Pali transform (U-TP);
4, Walsh transform (UP);
5, Modified Hadamar transform (MPA);
6. Hadamar-Haar transform (A-KhP);
7. Discrete Fourier transform (DPF);
8. Generalized transform (VKF transform);
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TABLE 2 [continued]:

IMpeoGpasonamste
‘ (9) " nepecranonkn mo
: Auousnoft nupopeir

K . TpeoGpaaonanito
g (10) 'x:xopepc-rauonxn T
! sona I'pen b upanoft

(ll npqupnnonanngm
nepox '
) e o

(12 I!peoﬁpaaonmm:;‘mA
nepexo
) ) X ﬁm’m o

[Key to TABLE 2 continued]:

filled matrices,

Springer Verlag, 1975,

The factored representationg of
with this approach are given in
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n=i
14 XG®
MUID H (' % [ 2
F Nefe]
feg . l,‘ X Gg

)

MBI o TT 010 X sy © Ty )
=0

atrer LTI ' g % U
K 101 (l,n-l-a X[’,*Q[mr] ‘B’,L,m])

" {m k=0
. n=l {=1
MHF = [T G x g @ a1 00
{m] 'kemg

=1
® ',L,ku]) {r 1=t X [ P }}_gdml))

Binary inversion transposition transform;
Gray coede to direct code transposition
transform;

Transition transform from a Haar transform
to a Walsh~Pali transform;

Transition transform from a modified Hadamar
to a discrete Fourier transform,

10Q,
11,

12.

the matrices from Table 1 which are obtained
Table 2 in the form of the product of lightly
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